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An Initial Value Approach to the
Inverse Heat Conduction Problem

The one-dimensional linear inverse problem of heat conduction is considered. An

E. Hensel

R. G. Hills

New Mexico State University,
Mechanical Engineering Department,
Las Cruces, NM 88003

initial value technique is developed which solves the inverse problem without need
JSor iteration. Simultaneous estimates of the surface temperature and heat flux
histories are obtained from measurements taken at a subsurface location. Past and
JSuture measurement times are inherently used in the analysis. The tradeoff that
exists between resolution and variance of the estimates of the surface conditions is

discussed quantitatively. A stabilizing matrix is introduced to the analysis, and its
effect on the resolution and variance of the estimates is quantified. The technique is
applied to “‘exact’ and ‘‘noisy’’ numerically simulated experimental data. Results
are presented which indicate the technique is capable of handling both exact and

noisy data.

Introduction

One inverse problem of heat conduction consists of ex-
trapolating temperature and heat flux information from the
back surface or an interior point of a thermally conducting
solid to the exposed surface of the body. The problem is
encountered frequently in instrumentation systems, where it is
often impossible to directly monitor the desired quantities.
Typical examples include the estimation of surface heat
transfer from measurements taken within the skin of a re-
entry vehicle, and predictions of temperature and heat flux
from calorimeter-type instrumentation.

An exact solution to the inverse problem has been presented
by Burggraf [1], along with a number of methods based on
deconvolution [2-13], and finite element approaches [14-15].
Time-marching finite difference analyses of the inverse
problem have been presented by a number of authors [16~19].
D’Souza [20], Weber {21], and the current authors [22] have
implemented space-marching finite difference approaches.
Model restructuring [23-26] has gained some attention
recently, along with the method of regularizers which has
received a great deal of attention in the Soviet Union [27-29].

Due to the diffusive nature of the heat conduction process,
variations in the surface conditions of a solid will be at-
tenuated at points interior to the solid. Conversely, as an
inverse analysis ‘procedure extrapolates from the interior
locations of the solid to the exposed surface, the small ran-
dom errors in the data are magnified. If the noise-to-signal
ratio is too large it may be impossible to predict the surface
conditions with the desired accuracy.

The solution to an inverse problem cannot be uniquely
determined when the data at the interior location are known
only at discrete times. An infinite number of surface histories
can result in the same set of discrete measurements taken at
the remote sensing location.

A number of authors have noted these features of the in-
verse problem [22-29], and have presented various smoothing
techniques for reducing the effect of error growth and
propagation. Murio [25] has used mullifiers to smooth the
predictions at the surface, while others have used various
smoothing functions [23, 24] to decrease the influence of
errors in the measurement data. Relatively few of the
techniques used in mechanical engineering give a quantitative
method for determining what effect their smoothing
operations have had on the accuracy of the estimates. Such
techniques are illustrated in the work of Murio [25], Hills and
Mulholland [23], Hills, Mulholland, and Matthews [24],
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Backus and Gilbert [26], and the current authors [22].
Lanczos [30] and Jackson [31] have discussed techniques
which allow one to selectively discard those eigenvalues and
eigenvectors of a particular system of equations that tend to
magnify errors in the data vector. Jackson [31] has developed
a technique whereby the impact of such a procedure on the
resolution and variance of the predictions may be obtained.
The question of uniqueness has been addressed in [22-24, 26].
The current discussion shall be limited to a one-dimensional
planar geometry with constant thermal properties. The
technique may be applied to problems having temperature-
dependent thermal properties with suitable modification. This
will be discussed in a future paper. The space-marching finite
difference analysis developed shall be used to estimate surface
conditions from data available at a location some distance
beneath the exposed surface of a planar solid. A quantitative
discussion of the resolving power and accuracy of the
technique will be presented. '

Analysis

Consider the one-dimensional linear inverse heat con-
duction problem illustrated in Fig. 1. The flux and tem-
perature are assumed known as discrete functions of time at
the location x=0. It is desired to predict the flux and tem-
perature variation at the location x=1 as a function of time.
The nondimensionalized governing equation may be broken
into two equivalent first-order partial differential equations

aT oq

=7 1
. ax (1a)

_g;'l;‘:o't}=T‘)[[{]]e
o,t]:-—q0 t
<l ey
CONDITIONS
i=0 { L NI-Z Nl—1 N
1
-

Fig. 1 Statement of known conditions and nodal spacing for an in-
verse problem of heat conduction
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which must be solved simultaneously with

oT
=— — 15
q o (1b)
The known conditions are
T(0, )= T, (1) for discrete t=1, Jj=12,... .M (o)
%T(O, f)= —q, (t) for discrete i=¢,; (2b)
X

Note that equations (1) and (2) are representative of an
initial value problem in the spatial direction. Due to the
location of the known conditions, it is reasonable to approach
the problem with a space-marching algorithm. This for-
mulation of the problem suggests that it is necessary to know
two conditions at the measurement location x=0. Equation
(1) may be recast in finite difference form for2=<j<M-1 as

AX g 3a)

j—l
24t G

q lil+l =Q{
For j=1, the temporal derivative will be replaced by a for-
ward difference approximation, and at j=M the temporal
derivative will be replaced with a backward difference
representation. Thus,
(3b)

Ax .
a - -1,  Jj=1

1
qiv1= 2AL

Ax
M_ M
g At[,

Equations (3) may be substituted into a backward difference

q, = ™=,  j=M (30)

representation of equation (1) at i+ 1 and solved for 7%, to
yield, forj=1
(Ax?) (Ax?)
Th=-avg+(1-S2)0+ 501 @)
for2=<j=M-1
) o (AxY) C(AxY)
Ty =— LTl Ty LT 4b
i+1 Ale AL Tl +Tl+ 2AL i ( )
forj=M
(Axh) (Ax?)
T, = — Axg¥ — S TV 4 <1+ I, )TM (4o)

Given the temperature and flux histories at spatial node i,
equations (3) and (4) can be used to find the temperature and

Nomenclature

flux history at the adjacent spatial node i+1. Using the
measured histories at i =0 (x=0), equations (2) and (4) can be
used recursively to find the temperature and flux histories at
the surface node, i=N.

Beck [17-19] has noted the advantages of using
measurement data times in the future of the surface estimate
time in the analysis of inverse conduction problems. Many
standard techniques are not well suited for the utilization of
future time data. As is readily apparent from equations (3)
and (4), the current approach naturally incorporates future
times in the analysis. Specifying twenty spatial nodes will
result in the usage of 19 future and past measurements in the
surface condition estimates for times far from a temporal
boundary. This is accomplished without need for iteration. In
order to examine the accuracy of the estimates of the surface
conditions x =1 given by the above procedure, it is convenient
to represent equations (3) and (4) in matrix form. Define a
temperature vector

T,=[T,...,T, ..., T ®)
Similarly, a heat flux vector
Gi=lai, .. ..q....q"" ©
Equations (3) and (4) may be written in matrix form as
Tiv1 AIB| [T
S| = | ] @
givi cCi1]|q
where
Ax? Ax? ]
_ A A 0
At At
Ax? | Ax?
24t 2A¢
®
A= ® ®
¢
Ax? Ax?
- 1
2At 2A¢
Ax? Ax?
0 _ A 1422
At At
= — Axl, where I is an N X Nidentity matrix )

ry; = element in row k, column /
of R and heat flux vector
a, = digital filter coefficient S = stabilizing matrix when = Standard deviation
A, B,C = finite-difference coef- applied to measurements
ficient submatrix g = dimensionless heat flux Subscripts and Superscripts
D = finite-difference coef- g = dimensionless heat flux i = spatial node index, sub-
ficient matrix vector script
E = finite-difference matrix T = dimensionless temperature Jj = temporal node index,
operator = DV T = dimensionless temperature superscript
F = stabilizing matrix when vector k,! = general counting indexes
applied to estimates t = dimensionless time " = indicates a vector
I = identity matrix At = dimensionless time be- T = transpose of a matrix or
L = half-width of digital fllter tween temporal nodes vector
M = total number of x = dimensionless position <> = indicates a stabilized
measurement times Ax = dimensionless distance quantity
N = total number of Ax’s . between spatial nodes " = indicates a parameter
R = resolution matrix v = dimensionless temperature containing random noise
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_ A .
= - ¢
At At
Ax 0 Ax
2A¢ 2At
C= ¢ 10)
°
®
Ax 0 Ax
20t 2At
Ax “Ax
0 Ax _Ax
At Ar |

For clarity of presentation, we define the 2M X 2M finite
difference coefficient matrix D and a temperature-heat flux
vector v:

A\B
D= |--—- (11
ciI
; T
= |- (12)
4qi
Using this notation, equation (7) becomes
Yiy1 =D%; (13)

All of the elements of D are constant for the current linear
analysis, but may be spatially and or temperature-dependent
in the general case. Since the elements of D are constant we
may apply equation (13) in a recursive manner to obtain an
explicit relationship between the desired surface conditions
x=1(i=N), and the known conditions at x=0 (i = 0).

'yN:DN;YO =E"YO (14)1(15)
where E= D", Numerical experimentation (not reported here)
shows that, for the cases examined in our investigation, the
eigenvalues of the D matrix always include values less than
and greater than unity. This is also true for the inverse of the
D matrix. As the dimensionless time between measurements is
decreased, the ratio of the magnitude of the largest eigenvalue
to that of the smallest eigenvalue increases. This implies that
the matrix becomes increasingly ill conditioned as Ar is
decreased. This characteristic is to be expected for inverse
problems, and is reflected in the growth of the variance
discussed in more detail later.

Discussion of Variance on Surface Condition Estimates

We wish to examine the errors in the estimates at spatial
node N due to the errors in the measurements at i=0. We
represent the measurement error information for both
temperature and heat flux with the vector Ay,. Assume that
the errors are additive:

Yo =% + A%, - (1)
where the ¥, are the actual instrument readings, which consist
of the true data 4, and the additive noise (or error) in the
measurements A¥,. Applying equation (15) to (16) leads to

¥n=E%,=E¥, + EAY, an

If we define 4, to be the surface condition as determined by
our model when using perfect data, then

¥n=E%, ; (18)
Ayy=EAy, 19
A%y reflects the magnification of the errors A¥, due to the
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model E. If we assume the model to be correct, then the Ay,
represents the error in the surface estimates due to the errors
in the measurements. The error in our predictions Ay, can be
determined if the error in our measurements A%y, is known.
Postmultiplying equation (19) by (A¥5)7 we have

Ay (AN T = EAY(EAY0) = EAY (M%) TET  (20)
where
2 -
[ Ay} Ay Avg Ay Ay
2
Aviayy  Avd Aygayy
] [ |
Ay (Aye)T= B L]
: | B
Ayg Ayh AvT Avg Avpayl!
LAyl AYS AvAvd Ayl
(21)

Since the true errors in the data cannot be known, we
estimate the A%,(A%,)?7 matrix with an estimate of the
measurement covariance matrix, cov{ A¥,(A%,)7}. Beck and
Arnold discuss various methods for estimating the covariance
matrix in their text on parameter estimation [32, see Chapter
Six]. Using our estimate for the covariance matrix in equation
(20) gives us an estimate of the covariance matrix for the
surface predictions

cov{Ayy (A¥\)T) = Ecov{ A%y (AY) T ET (22)

If we assume the errors to be independent, random, have zero
mean, and have a finite variance, then cov{A¥y(A%,)7}
becomes a diagonal matrix. Additionally, to conserve space in
presentation, and with no further apparent justification, we
consider the special case of of=const (all of the
measurements have the same variance). With these additional
constraints, equation (22) simplifies to

covi{Ayy (AYN)T)

a8

EET (23)
For analysis of actual experimental data, the more general
expression (22) may be used for the error analysis.

Stabilizing Matrix

The inverse problem will inherently magnify measurement
errors as we move toward the surface x=1. In the interest of
reducing the variance of our estimates, we might choose to
predict an averaged or smeared version of the surface con-
ditions. We may do this by means of a stabilizing matrix,
denoted either F or S. The rows of the stabilizing matrix may
be thought of as ‘‘time-domain digital averaging filters”’
which act on the input data. F or S has the effect of smoothing
the estimates of the surface conditions. The matrix F may be
regarded as somewhat analogous to the continuous smoothing
functions used by Backus and Gilbert {26] and is the digital
analog of the smoothing functions used by Murio [25]. The
stabilizing matrix may be applied to our system in two ways.

The first method is to apply the stabilizing matrix to the
noisy input data ¥, and then apply the finite difference matrix
operator E, to obtain an estimate of the surface conditions.

<¥n>=ES%, (24)

A second technique is to first obtain the surface estimates and
then apply the stabilizing matrix. We use the notation F to
denote the stabilizing matrix when used in this manner.

<yn> =Fyy=FE¥, (25)
In both cases the variance of the predictions will be reduced
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at the expense of a degradation in our ability to resolve small
temporal scale fluctuations in the surface conditions. The
estimates of the surface conditions will actually be a time-
averaged ‘‘blur” (indicated by triangular brackets) of the
unstabilized estimates. We define the partitioned stabilizing
matrix to be composed of two banded submatrices as shown
by equation (26) :

(26)

The rows of S (or F) contain the coefficients of a time domain
digital filter which operates on the temperature-flux vector ¥.
The elements of the upper left submatrix act to smooth the
temperature history, while the lower right submatrix operates
on the flux history. For the current work, the upper and lower
submatrices are assumed equal for ease of physical in-
terpretation. The values of the coefficients may be obtained
from a discretized version of a Gaussian distribution or a
standard digital filter, such as the Hanning filter. For the
current work we employ a Hanning filter, with the coef-
ficients given by
a,=0.5 +0.5005(%r) Q7
where n varies from 0 to L. Other work [22] illustrates results
obtained with different digital filter coefficients and half-
widths. The a, indicated in equation (27) are normalized by
the summation
L
Ya=ao+ ), 2a, 28)
n=1 .

The filters applied to the temperature and flux
measurements need not be the same width, nor even of the
same type.

Near the beginning and end of the time period, the filter
coefficients must be modified in order to avoid referencing a
time node which does not exist. Here the filter coefficients
which extend past a temporal boundary are simply added to
the boundary node for that row. In this way, we ensure that
the sum of the coefficients for a particular row is unity. The
upper left and lower right submatrices are of the form

r L
E a, ay a a;
n=0
L
Ean dg a a, .oap
n=1 L 4
[ J
¢
8115822 = a, ... @y ... da
]
(or Fyy, Fa2) *
® 4a, ... a
0 a; a

This technique gives a heavier relative weighting to the
temporal boundary nodes than to the measurements im-
mediately surrounding it. If the conditions prior to and
following the period for which the analysis is performed are at
steady state, this causes no difficulty. For many experimental
conditions, the initial time condition is at steady state. If data
are not taken until the system returns to steady state following
the transient under examination, we expect the error in our
estimates to be larger throughout the last L time nodes,

Journal of Heat Transfer -

relative to the error during the rest of the time period, due to
the bias introduced by the nonsymmetric filter coefficients.

Effect of Smoothing on Resolution and Yariance

The introduction of a stabilizing matrix will reduce the
variance of our estimates, while simultaneously degrading our
ability to resolve small temporal scale fluctuations. We
quantify these effects below.

For the case when the stabilizing matrix is first applied to
the input data and then operated on by the finite difference
matrix operator E, the ratio of the variance of the surface
estimates to that of the measurements is, by replacing E with
ES in equation (23)

cov{ Ay (A7N)")
a5
Similarly, for the formulation given by equation (25), the
variance is
cov{Ayy (AYN)T)
2
4]

=ES(ES)T=ESSTET (30)

=FE(FE)T"=FEETFT @31

We now turn our attention to an analysis of how the
stabilizing matrix degrades the resolution of the surface
estimates. The resolving power of a numerical technique may
be interpreted as a measure of its ability to ‘‘see’’ small
temporal scale variations. A numerical technique which
provides high resolution is readily able to differentiate small
temporal scale fluctuations. Due to the nature of the inverse
problem, an improvement in the resolving power of the
analysis will lead to a corresponding increase in the variance
of the surface estimates. The resolution matrix as defined here
relates the stabilized version of the surface estimates <%, >
to the estimates that would be obtained with no stabilization

Y~ as

<yy>=Ryy (32)
§ubstituting equation (32) into equation (24) gives
Substituting equation (15) into equation (33) yields

1
(29)
L
ag E a,
n=1
L
al E an
n=0 |

REY,=ES¥, (34)
Therefore,

RE=ES 35)

If we postmultiply equation (35) by E~!, we arrive at an
expression for the resolution matrix when the stabilizing
~matrix is applied directly to the input data

R=REE-'=ESE-1=DNSD~" (364)
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Fig.2 Imposed surface flux

For the case of applying the stabilizing matrix F at the end of
the computations, the resolution matrix may be found by
comparing equation (25) with equation (32), which implies
that

R=F (36a)

This makes sense physically; the “filter’’ or ‘‘smoothing
matrix’’ has operated directly on the surface estimates, and is
thus a measure of the resolution of the surface predictions.
From equation (32) we see that the kth row of the resolution
matrix R gives precisely the blurring or averaging of the kth
unstabilized surface estimate 45, due to the use of the
stabilizing matrix S (or F)

2M

<Y > = E Tka YN (37

=1
Equation (37) (as well as equation (32)) shows that the
coefficients in the resolution matrix fully describe the blurring
or averaging effects due to our stabilizing matrix. The
resolution matrix is deterministic and independent of the
measurements and their errors for the linear problem. See
Jackson [31] for a more detailed discussion of the resolution
matrix.

Sample Test Cases

To test the inverse method we choose a square wave for the
surface flux history g, (¢) and solve a forward problem to
simulate the back surface measurements (temperature and
flux). For our test cases, we assume the surface at x=0 to be
insulated. Other test cases have been examined elsewhere [22].
Using the ‘“data’’ generated in this manner, we attempt to
reconstruct the surface flux g, (f) using the inverse technique.
By adding random noise to the analytically generated
measurements, we can simulate ‘‘real’” experimental data.
The response of our system to a step function in flux at the
surface at time zero is governed by

2
ﬂ = ﬂ) . (38)
ax? at
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subject to the conditions on v (x, £} of

v(x, 0)=0 (39q)
v
a(lyt)=—q1(t)=l (39b)
ov
EX(O’ H=0 (390)

The exact solution to equations (38) and (39) is given in
Carslaw and Jaeger [33, p. 112] as

3x% -1 = cos(\,x) -2
vix, H=t+ —22(—1)"—«(—#e Nt (40)
6 n=| )\II
The eigenvalues are given by
N, =nm “n

To simulate the square wave surface flux shown in Fig. 2, we
use superposition to obtain

T(x, )=v(x, ), 0=r<0.5, Osx=<1 (42q)
T(x, )=v(x, H—2v(x, 1-0.5); 0.5=<1<1.0, O=sx=1 (42b)
T(x, H=v(x, )—2v(x, t—0.5)+

2u(x, t—1.0); 1.0=st<1.5, O0=sx=<l 42¢)
T(x, H=v(x, t)—2v(x, t—0.5)+2v(x, t—1.0)—
2v(x, t—1.5); 1.5=<1<2.0, 0=x=<l 424d)

Results

In this section, the estimates of the surface conditions
(x=1) obtained from simulated measurement data generated
by equations (40) through (42) for x =0 are compared with the
true surface conditions for each of the test cases. The space-
marching algorithm is first applied to ‘‘exact’” measurement
data, and subsequently to measurement data containing
random noise.

For the results presented here, we used N=32, Ar=0.01,
and Ax=0.0313. If we are only interested in estimating the
surface conditions, and not the variances of these estimates or
the resolution of the analysis, then we can use equations (3)
and (4) directly to march toward the surface. If desired, the
stabilizing matrix may be applied to the measurement vector
before we begin marching, or directly to the surface estimates
after we finish marching. If we are interested in a resolution
and variance analysis, then we must compute DV, By taking N
as a power of 2, we are able to reduce computational
requirements by squaring D to get D?, squaring the result to
get D*, and so on, until we reach D32, In this manner, only
five matrix multiplications were needed to arrive at the matrix
operator FE. We can further reduce computational
requirements by exploiting the banded substructure of D and
using banded matrix multiplication algorithms,

We begin with an examination of the covariance matrix,
equation (23). Shown in Fig. 3 are the ratios of the surface
flux variances to the measurement variances for the sample
problem considered here. These ratios are taken from the
main diagonal elements of the surface estimate covariance
matrix, which is independent of the actual values for the
measurements for the linear problem. For the nodal spacing
used here, the variance of the surface heat flux estimates was
typically 100 times greater than the variance of the surface
temperature estimates. In the interest of brevity we present
only the variances for the surface heat flux. The ratio of
variance in surface estimates to variance in measurements is
constant throughout the center of the time period, and varies
rapidly near a temporal boundary. From the magnitude of the
variance terms, it is apparent that even a very small error in
the measurements can lead to large errors in the surface
estimates. The standard deviation of the surface estimates is
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roughly 3200 times the standard deviation of errors in the
measurement data. This error magnification is primarily due
to the small dimensionless temporal noding that we have used
in the sample problems. Using a larger At would reduce the
magnitude of the variance terms, but would inhibit our ability
to resolve small time scale surface events. The large variance
terms for the current noding indicate that it will be impossible
to establish meaningful results from data containing even a
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Fig. 5 Comparison between surface estimates and true conditions
when using exact data, At =0.01, M = 150, Ax = 0.0313, N = 32

small amount of random noise unless we smooth the data in
some manner.

As we attempt to resolve finer temporal detail the errors are
increasingly magnified, as graphically illustrated in Fig. 4.
This plot shows the relation between the variance of surface
estimates and the dimensionless time between measurements
At. This illustrates what many investigators have observed; we
can expect stability problems for small Az. If we desire a very
low variance in the surface estimates, we must be satisfied
with larger time steps. Another way to stabilize the problem is
by applying stabilizing matrices to the vector 4. In this
manner, we degrade the resolution in a specified fashion while
still making use of all of the available measurement in-
formation.

Figure 5 shows the estimates given by equation (15) for the
square wave surface flux along with the true surface con-
ditions and the ‘‘exact’ temperature measurements used at
the insulated boundary x=0. The flux estimates compare very
well with the true surface -conditions. The temperature
estimates are better than the flux estimates, as suggested by
the results of Fig. 4. The analysis fails to reliably estimate the
true surface conditions where extremely rapid variations are
occurring in heat flux, and near the end of the time period.
We can not hope to resolve those fluctuations in the surface
conditions which are near or above the digitizing frequency of
the data acquisition system. The primary reason for the
relatively poor estimates near the end of the time period is that
we can no longer use the future time information shown to be
valuable by many authors. One should thus continue to
digitize data well after the time of interest in a testing en-
vironment. If the system is very near steady state at the end of
the time period the inability to use ‘‘future time’’ information
is not a limiting factor.

Figure 6 shows the effect of stabilizing matrices on the
estimates. Once again, the measurement data used for this
figure are ‘‘exact,”” and the noding is identical to above. We
see from the results shown in Fig. 6 that the use of a
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stabilizing matrix (half-width L=10) does indeed blur the
estimates obtained. Since the data used are exact, our
estimates with the stabilizing matrix appear worse than those
without stabilization. Statistically, this implies that the use of
the stabilizing matrix has introduced a bias into our estimates.
The reason for applying stabilizers to ‘‘exact measurements’’
is twofold. First, we see the general effect of stabilizers on the
estimates obtained by the analysis. Second, we are able to
compare the relative attributes of formulations (24) and (25).

As discussed earlier, the manner in which the end points (in
time) of the stabilizing matrix is handled introduces an ad-
ditional bias into our estimates near these points, due to the
asymmetry of the digital filter coefficients. If we apply the
stabilizing matrix at the end of the computations, formulation
(25), this bias does not appear to affect the estimates a great
deal. If we apply the stabilizing matrix at the beginning of the
analysis, formulation (24), the bias introduced by the digital
filters is magnified by the analysis and results in estimates
which rapidly fall away from the true conditions near the ends
of the time period. Taken alone, this observation suggests that
the poststabilizing approach (equation (25)) is preferable.

Figure 7 shows the estimates of the surface conditions
obtained when we use ‘‘noisy’’ measurement data at x=0,
and a Hanning stabilizer with a half-width of 10. The noise
added to the exact data has a normal distribution with
3 0y =0.01. When the unstabilized finite difference analysis
equation (15) is used with the noisy data as input, the results
are unintelligible. This is to be expected from the discussion
presented with regard to Fig. 4. The estimates shown here
once again compare the relative performance of formulations
(24) and (25). In this case, the prestabilizing formulation (24)
appears to perform better than the poststabilizing approach
(25). This apparently conflicts with the observations made in
the previous paragraph, when the measurement data were
exact. .

Occasionally, a problem may be encountered with for-
mulation (25). If the data are too noisy, then we may en-
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counter computer overflow difficulties before getting a
chance to apply the stabilizing matrix.

The prestabilizing formulation is used to obtain the
estimates shown in Fig. 8. Here we see the influence of two
filter half-widths on the estimates. Since the noding used is the

Transactions of the ASME

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.20 . '
Hanning L=6
. B.151 3 z 44x10"
O 4]
H
F i
3 0.1
J
0
0
W g.05¢
14
0.0 ' '
0.00 0.50 .00 .50
TIME
Fig.9(a) Resolution and flux variance for HanningL =5
0.20 . ,
Hanning L=10
0.15) . 2
—3.z6.9x
g cg 6 10
H
3 0.18
J
0
0
W/ 9.5
14
0.00 : '
0.00 0.50 .00 1.59

TIME

Fig. 9(b) Resolution and flux variance for Hanning L =10

same for all of the sample results, these estimates may be
compared against those of previous figures. Looking at the
prestabilizing estimates of Figs. 7 and 8, we can see the in-
creased smoothing caused as the strength of the filter is in-
creased from L=5to L=15.

Figure 9 graphically illustrates the effect that prefilter
stabilizing matrices have on the resolving power of the
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analysis. This figure represents a single row of the resolution
matrix (see equation (36a)) for the various half-widths of
Hanning filters. Also indicated on each plot is the variance of
the surface flux estimate for the time #; about which the
particular filter is centered. The height of the vertical lines in
Fig. 9 indicates the relative weights that are assigned to each
data point surrounding the center time node. The estimate of
the surface conditions for time node j is actually a weighted
average of the unstabilized estimates £ time nodes around
node j. For a relatively narrow filter (such as L=35) the
weighting will be strongly dependent on the current time node.
This type of filter degrades the resolution of the estimates less
than a wide filter (such as L=15). Accordingly, a narrow
filter does less to reduce the variance than does a wide filter.
For data which contain' a relatively low level of noise, a
narrow filter will suffice.

The numerical results presented in Figs. 6 and 7 indicate
that the results provided by the pre- and poststabilizing
formulations are identical throughout the center portion of
the time period, and vary rapidly from one another near the
temporal boundaries. Other results, not shown in this paper,
indicate that the resolution and variance estimates show the
same characteristics. Figure 9 illustrates the tradeoff between
resolution and variance due to the use of the stabilizing
matrix, as opposed to Fig. 4, which indicates the dependence
of variance on the time between measurements.

Conclusions

A numerical technique has been presented which is capable
of treating a class of linear inverse heat conduction problems
with data containing random noise. The current approach
utilizes future time data while requiring no iteration.

A quantitative as well as qualitative discussion has been
presented regarding the tradeoff that must exist between the
resolution and variance of estimates made by inverse
techniques. A stabilizing matrix has been used to accomplish
the necessary tradeoff. While similar surface estimate
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variances may be obtained by ignoring part of the data, the
stabilizing matrix approach has the advantage of allowing us
to use all of the available measurement data.

In an application environment, where we will not know the
characteristics of the noise entirely, a median between the
extremes of pre- and poststabilizing may provide the best
results. A way to accomplish this would be through recursive
application of a small width filter at each spatial step.

The technique presented may easily be extended to handle
nonlinear inverse problems, with temperature-dependent
thermal properties. In the nonlinear case, the finite-difference
coefficient matrix D must be updated at each spatial node.
The analysis of resolution and variance may be extended to
incorporate this feature. A future paper (in preparation) will
extend the analysis to nonlinear problems wherein we have
more than one measurement location. A computationally
efficient analysis of this problem requires an adjoint for-
mulation, which would drastically increase the length of the
present paper. To conserve space, we did not include the
analysis here. The future work will also consider other
geometries in addition to the planar one illustrated here.
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The unsteady surface element method is a powerful numerical technique for solution
of linear transient two- and three-dimensional heat transfer problems. Its develop-

ment originated with the need of solving certain transient problems for which similar
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or dissimilar bodies are attached one to the other over a part of their surface bound-
aries. In this paper a multinode unsteady surface element (MUSE) method for two
arbitrary geometries contacting over part of their surface boundaries is developed
and formulated. The method starts with Duhamel’s integral (for arbitrary time and
space variable boundary conditions) which is then approximated numerically in a

piecewise manner over time and the boundaries of interest. To demonstrate the
capability of the method, it is applied to the problem of two semi-infinite bodies in-
itially at two different temperatures suddenly brought into perfect contact over a
small circular region. The results show excellent agreement between the MUSE solu-
tion and the other existing solutions.

Introduction

The heat transfer between two bodies with perfect or im-
perfect contact at the interface is of fundamental importance
and it has accordingly received considerable attention over the
last two or three decades. It is important in the problems in-
volving electric contact, electronic cooling, weldings, fins,
contact conductance, and many other applications for which
two similar or dissimilar bodies are attached one to the other
over small parts of their surface boundaries. Other related
problems are those with mixed boundary conditions. In
general it is difficult to obtain analytical solutions for such
problems. The multinode unsteady surface element (MUSE)
method described in this paper is particularly suited for such
problems compared with other numerical methods.

The most widely used numerical procedures are the finite-
difference method (FDM) and the finite-element method
(FEM). Because of their great flexibility and power they can
be used for a variety of problems involving composite bodies,
nonhomogeneous boundary conditions, nonlinearity, and ir-
regular geometries. However, for the problems mentioned
above, the use of the FDM or the FEM is not entirely satisfac-
tory. This is partly due to the necessity of setting up extremely
fine grids near the interface, and many large grids farther
from the interface. Further, both methods involve whole-body
discretization schemes which require the solution of very large
system of algebraic equations, especially for two- and three-
dimensional problems. These methods unavoidably generate
the solution at all internal nodes, whether or not this informa-
tion is needed. This causes significant economic disadvantages
for many applications where only interface results are of
interest,

Closely related to the MUSE method is the boundary in-
tegral equation method (BIEM) which has become very
popular in recent years. The BIEM is well suited for solving
steady-state problems with infinite domain and irregular
shaped boundaries. A number of papers have been written for
steady-state heat conduction problems [1-4]. The application
of the BIEM to transient problems has received less attention
compared to the steady-state problems [5-8].

For the particular problems mentioned above (bodies con-
nected over relatively small area) the MUSE method is
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superior to the FDM, FEM, or BIEM. In the MUSE method
only the interface between the two geometries requires
discretization as opposed to the discretization of the whole do-
main required in the FDM and FEM or the discretization of
the whole boundary in the BIEM. This in turn reduces the size
of numerical calculations and the computer time. Further, the
MUSE method does not require any modifications or special
handling of points near the domain boundaries unlike the
abovementioned alternative methods.

The MUSE method uses Duhamel’s integral and involves
the inversion of a set of Volterra integral equations, one for
each surface element. Although the method is limited to linear
problems it can be used for nonlinear boundary conditions.

Two types of kernels (building blocks) can be employed in
this method: temperature-based and heat flux-based. The
method requires that these ‘“building blocks’’ or kernels be
known for the basic geometries under consideration. For
many geometries the kernels are known or can be obtained
simply by analytical or numerical procedures.

A precursor of the unsteady surface element method is the
quasi-coupling method of Keltner [9]. Yovanovich [10] sug-
gested the name ‘‘surface element’” and did early work on a
steady-state form of the surface-clement method. Keltner and
Beck [11] and later Beck and Keltner [12] were the first to
employ the method for transient problems. They have con-
sidered only one element along the interface and utilized the
Laplace transform technique to obtain ‘‘early’’ and ‘‘late”
time analytical solutions for certain cases [11, 12]. Both types
of kernels have been used in their solutions.

In this paper a MUSE method for two-dimensional heat
conduction problems with linear boundary conditions is
developed and formulated. The method is utilized to obtain
the transient thermal response of the interface between two
semi-infinite bodies suddenly brought together in a perfect
contact over a circular region. The results are compared with
those obtained by other investigators on the basis of the ther-
mal constriction resistance and the heat flux across the contact
area.

Multinode Surface Element Formulation

Consider the boundary value problem of heat conduction
for a semi-infinite olid exposed to a time- and space-variable
heat flux boundary condition over a portion of its surface
boundary fiom x=0 to x=L with the rest of the surface
boundary being insulated (see Fig. 1). Utilizing Duhamel’s
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Fig. 1 Geometry showing a semi-infinite body heated by an arbitrary
heat flux only over a portion of its surface boundary

Fheprem, the temperature of any point (x, z) of the semi-
infinite solid, and at any time # can be given by [13]

Lot 62\1/ (x’ 2,1 t_)\)
T(X,Z,t)"‘T():_SO gOQ(ﬂ, )\) = ot a'ﬂ

dNdy

0y
where T, is the initial temperature, 5 is a point along the sur-
face boundary between x=0and x=L, and ¥, (x, 2, 9, £) is the
temperature rise at position (x, z) and time ¢ caused by a unit
step change of heat flux at time =0, from 5 to L as shown in
Fig. 1 by the cross-hatched portion.! It is called the flux-based
fundamental solution (FBFS), and is described by the follow-
ing equation

1 3y
2 - q 2
Vi, o a1 (2o)
Ye(x,2,00=0 2b)
W,
k P =0 for t<0or x<g (2c)
=1 for t>0and n<x<L

Notice that, for fixed (x, z) and ¢, ¥, (x, z, 1, £) decreases as 7
increases

Yo (x,z,m, 1) > g (x, 2, n+dn, 1) 3)

In equation (1) the input function is the heat flux along the
boundary, and the solution is in terms of the FBFS ¥, If
however, the surface temperature were known along the

l\bq (x, », u, t—N) is the temperature rise at position (x, ) and time ¢ due to a
unit step change of heat flux at time A, from 5 to L (z—\ is the time elapsed since
the step change at N). For details, see [13].

boundary as the input function, then the solution in terms of
the temperature based fundamental solution (TBFS) ¥ can be
obtained as

T(x’ 2, t) —TO

- e -

asz(X’ Z, 1, t—'}\)
dtdn

where T (x, f) is the surface temperature, and ¥, (x, z, 7, ¢) is
the temperature rise at position (x, z) and time ¢ due to a unit
step change in surface temperature at time #=0, from x =1y to
x=L. (It is assumed that the rest of the boundary, x<0 and
x> L, is held at the initial temperature.)

Duhamel’s integral equations (1) and (4) are rather general
expressions for the case in which the input function varies with
both space and time.? Both approaches can be used to deter-
mine the temperature history at any position (x, z) of the do-
main. However, depending upon the the type of boundary
condition, one might be more appropriate than the other [13].

In the present paper only a heat flux-based approach is con-
sidered. Equation (1) is the basic starting point in the develop-
ment of the multinode surface element formula in the follow-
ing sections. Furthermore, only evaluation of the boundary
data is considered here, since in many applications such as
contact conductance and intrinsic thermocouple problems [14]
only the interface results are of interest.

Both equations (1) and (4) can be related to the Green’s
function form for transient heat conduction problem [15, 16].
Because the Green’s function formulation is better known
than the multidimensional Duhamel’s equations (1) and (4),
an appendix is given to relate the heat flux-based expression,
equation (1), to the Green’s function equation. Some tabula-
tions of Green’s functions are given in [15, 17-19].

dhdy 4)

Discretization Over Space. In order to solve numerically the
integral equation given by (1), the surface boundary is divided
into N finite surface elements Ax; as shown in Fig. 2. (Only the
parts of the boundary with nonzero values of heat flux need to
be discretized.) Equation (1) can be written as

T(x,z,8)—Ty=
N

1 Y, (x, 7, n, t—\
el amnHpon
O Li=1 YAy 8t 9y

With uniform approximation of the heat flux over each sur-
face element, one can write

dn:| dn (5)

ZMore general forms of these expressions are given in [13] which can be ap-
plied to any arbitrary two-dimensional geometry. For simplicity, however, the
plain surface of a semi-infinite body is considered here.

Nomenclature
@ = radius of the contact area Q. = total heat flow through the z = axial and Cartesian co-
A, = contact area contact area ordinate
A; = area of the surface element j r = radial coordinate o = thermal diffusivity
¢, = specific heat R, = thermal constriction re- n = a point along the surface
h(t) = time-variable contact con- sistance boundary; see Fig. 1
ductance R} = normalized thermal constric- A = dummy variable
k = thermal conductivity tion resistance p = density
L = length of interface shown in t = time ¢ = temperature rise for unit heat
Fig. 1 t* = dimensionless time . flux (influence function)
M = time index T = temperature ¢, = influence matrix at time #;, =
N = number of surface elements T, = average contact area tem- iAf
q = heat flux perature ¥, = flux-based fundamental
g, = center line heat flux T, = initial temperature vector solution
gy = heat flux vector at time ¢, = T, = surface temperature Yy = temperature-based funda-
MAt x = Cartesian coordinate mental solution
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T(x,2,t)—Ty=

§ {ECI,(?\) [Ayg,(x, 2, 1= )\)]} (6)

Ay, (X, 2, 1) =g (%, 2, X, 1) =g (%, 2, X1, 1) 0))
Further, if the temperature rise at point (x, z) and time £ due to
a unit step increase in heat flux g; over the element j and =0
is denoted ¢, (x, z, ), it can be shown that [13]

_Alquj (x’ 2, t)E¢J(x’ 2, t) (8)
‘Using (8) in (7) results in
o [ 3¢, (x, 2, L=N)
T(x,2,0)~To= Y, SO qj(x)——"ff(T—_dx

Jj=1

®

which gives the temperature rise at location (x, z) and time ¢
due to the effect of N heat flux histories g, (¢), g, (¢), . . .,
qy (£). The function ¢; (x, z, #) is the basic building block solu-
tion in the above expression and is termed an influence
function.

The MUSE method requries that the influence functions ¢
be known for the geometries under consideration. For exam-
ple the influence function needed for the geometry of Fig. 2 is
the solution to the problem of a semi-infinite body heated by a
constant heat flux over an infinite strip, which is provided in
an exact closed form in [20}. A number of influence functions
for various geometries are described and referenced in [21].

Two Bodies in Contact. Two different geometries of a semi-
infinite body and a semi-infinite slab initially at uniform but

Journal of Heat Transfer

insulated heat flux 9=1

5

heat flux g=1
’ Jwﬁ /‘— insulated
X
z
fz

(a) (b)
Fig. 4 Basic building blocks for the geometries of semi-infinite body
and semi-infinite slab

o

{

T=0

different temperatures are brought into perfect (or imperfect)
contact over the interface of width L. One side of the slab x=0
is held at zero temperature and the other parts of the bound-
aries are assumed to be insulated (see Fig. 3). The bodies may
have different thermal conductivities ¥ and density-specific
heats pc,. The lower body is referred to as region 1 (z>0), and
the other body as region 2 (z<0). The initial temperatures are
denoted by Ty, and T, for regions 1 and 2, respectively.

To apply the MUSE method, the interface is divided into N
finite elments (each being an infinite strip) as shown in Fig. 3.
It is assumed that there is no spatial variation of temperature
or heat flux over each element.

The heat flux g; (¢) which leaves body 2 in Fig. 3 is the same
heat flux that enters body 1 over the region x=x,_, to X=X}

that is,
aT, aT.
—k— =k az2 for >0, x;_ =x=x;,z2=0 (10)

using (9), the temperature at element k£ (z=0) in body 1 and
time ¢ can be given by

7} t—\
Ta(t)=Ty + ES ————¢kj Bi ) dn

where d),q“) (¢) is the temperature rise at element k and time ¢
duc to a unit step heat flux at element j of surface 1; ¢,V (¢)
is the basic building block needed for body 1.

Similar to (11) an integral equation can be given for the kth
surface element of body 2

Ny 36, @ (f—\
T()y=Typ - E So %O\)%w\

el

(1)

(12)

where ¢,;® (¢) is the temperature rise at element k and time ¢
due to a unit step heat flux over element j of surface 2. The
minus sign before the summation in (12) is used because the
heat flux is pointing outward from body 2. The influence
functions ¢,V (¢} and ¢,,@ (¢}, can be found from the solu-
tion of a semi-infinite slab heated by a constant heat flux over
an infinite strip with zero temperature on one side and in-
sulated on the other side, and the solution of a semi-infinite
body heated by a constant heat flux over an infinite strip [20],
respectively (see Fig. 4).

For the case where the bodies are in perfect contact, one can
write

T (1) =Tp (1) (13)

For the more general case of imperfect contact, (13) is re-
placed by

G () =h () [T (1) — Ty ()]

fork=1,2,....,N

fork=12,...,N

(14)
where A, (¢) is the time-variable contact conductance for sur-
face element k. Relation (14) tends to the case of perfect con-
tact as 4, — oo. It also includes the case of convection. By in-
troducing (11) and (12) into (14), a set of integral equations for
heat fluxes g, (¢), k=1,2, . ..., N, can be obtained
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_ qx (1) ! a¢kj(t‘)\)
Too=To = <55+ ,; S 5 (N =\ (15)
b1 (1) =,V (1) +64;? (1) (16)

Discretization Over Time. Equation (15) represents a set of
N Volterra equations of the second kind with the unknown
heat fluxes g, (f) appearing both inside and outside the in-
tegrals. These integral equations can be approximated by a
system of linear algebraic equations by replacing the integrals
with suitable quadrature formulas. In the first step, the time
region O to ¢ is divided into M equal small time intervals A¢ so
that ¢,, represents the value of ¢ and the end point of the Mth
interval (¢,,=MAf). Next the heat flux histories g;(¢) are
assumed to have constant values in each time interval as
shown in Fig. 5. Then (15) can be written as

= Z:Z j‘; ; ilbrjp1—i — brjsr-il
fork=1,2,... ,N 17)
where
Ty=To~ T, q;i=q;(1;), b=y (1)) (18a, b, )

In the form given by (17), the heat fluxes g;, (for
j=1, ., N) can be determined at different time intervals
one after another by marching forward in time for
M=1,2,3,....; that is for each step, equation (17)
represents a system of N equations with N unknowns; ¢,
qZM’ ...... ) qNM'

Expressing (17) in matrix form with unknowns on the left
and knowns on the right gives

- M=1
(Hy+®)Gp =Ty + E Dy iqi— E Dpri1-idi 19)

where T, is the initial temperature vector, H, m 18 the con-

ductance matrix, and fi, and ¢, are the influence matrix and
the heat flux vector at time ¢;, respectively

S P Pini qy; T,
- $a1i Po bani ) i - T,
él = s i = » L=
. 4qnNi 7."0
O Pani DN
(20a, b, ¢
= 1 1 1
H,,=diag [ R ] (204d)
M R ham Anm

If further éM and 5M are defined to be the matrices
Cy=Hy+®, Dy=To+Ey,—Fy (1a, b)

where
M=l ) M-l
= E Qpr-iGis Fu= E Prr1-ids (22a, b)
i=1 i=1

Then (19) can be written as

Crirs =Dy 23)

and the solution is
G =Cit' Dy (4)

The C:‘M matrix, multiplier of §,,, has to be calculated at each
time step if the diagonal matrix H,, is a function of time.
However, for the case in which the contact conductances do
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Fig. 5 Geometry illustrating uniform heat flux assumption over each
time interval

axis of symmetry

insulated

Fig. 6 Distribution of surface elements for two semi-infinite bodies in
contact over a circular area

not change with time, the 6=‘M matrix needs to be calculated
only once during the entire solution.

Application to Contact Conductance Problem

The MUSE method is used to obtain the transient thermal
response of two semi-infinite bodies, initially at two different
temperatures, that are suddenly brought into perfect thermal
contact over a small circular region and insulated elsewhere
(see Fig. 6). The solutions are given for the interface heat flux
and temperatures, and the thermal constriction resistance of
the contact area. Two different cases are investigated: (a) iden-
tical materials on both sides of the contact plane, and (b) dif-
ferent materials on the two sides of the contact plane. The
former case is similar to the problem of a uniform step
temperature change over a disk on the surface of a semi-
infinite body and insulated elsewhere.

Due to the axisymmetric nature of the problem, in each case
the contact area is divided into 10 annular variable-spaced
elements with smaller elements being closer to the edge of the
contact area. The influence functions for each geometry are
obtained from the known available solutions given in [22, 23].
The results obtained from the surface element solutions are
compared with those given by other investigators on the basis
of the heat flux and the thermal constriction resistance across
the contact area.

Previous Work. The transient problem for Case (@) has been
analyzed by several authors by considering a single semi-
infinite body with an isothermal disk on its surface [24-28].
Normington and Blackwell [24] and Blackwell [25] were the
first to seek the solutions in oblate spheroidal coordinates.
They developed an approximate solution by using Laplace and
Legendre transform techniques. However, their solutions were
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times for the geometry; Case (a)

valid only for long times (¢* >4) in the first paper and for
short times (¢* <0.1) in the second one. Keltner [26] used the
same coordinates to obtain a one-dimensional approximate
solution using the heat balance integral method. Schneider et
al. [27] developed finite - difference solutions in oblate
spheroidal coordinates for the two-dimensional axisymmetric
case. In a recent paper [28], Marder and Keltner examined the
problem using the method of separation of variables.

Case (b), where the materials on each side of the contact
area are not identical, was first studied by Heasley [29] using
an approximate method. His solution is approximately valid
for long times. Other work was done by Schneider, Strong,
and Yovanovich [30], Sadhal [31], and Beck and Keltner [12].
Schneider et al. [30] have employed finite difference tech-
niques posed in oblate spheroidal coordinates to obtain the
numerical solutions for the two-dimensional axisymmetric
case. About 200 nodes were used inside each body. Sadhal [31]
has solved the problem analytically by using Laplace and
Legendre transform techniques. Beck and Keltner [12] were
the first to employ the surface element method to solve the
problem; only one element across the interface was used and
the problem was solved analytically by utilizing Laplace
transform technique.

The domain of validity of most of the abovementioned solu-
tions is restricted in time or space [12, 24-26, 29, 31]. The
finite difference approaches [27, 30] also have difficulties such
as the effort in setting up large grids, and the restricted dimen-
sionless time step that can be used.

Thermal Constriction Resistance for the Two Solids. In [1]
the transient thermal constriction resistance is defined as ‘‘the
difference between the average temperature of the contact
area minus the temperature far from the contact area divided
by the total instantaneous heat flow through the contact
area.’’ Based on the above definition one can write

T.(t)—T T —T.(t
c( ) 01 , Rcz(t)=> 02 c( )
Q.(1) Q. (0

where R, (f) and R, (¢) are the thermal constriction

resistances for body 1 and body 2, respectively. The total ther-

mal constriction resistance for the two semi-infinite bodies can
be determined by

Ry (1) = (25a, b)

Journal of Heat Transfer

Table 1 Normalized area-averaged interface heat flux for the geometry
of Case{a), g+ = /4.,

Beck & Keltner [12] Harder & Keltner [28]

t MUSE Eg. (56} Eq. (22) s =2 s=5
.001 15.057 12.357 14,522 13.088 8.645
.002 10.872 9.030 10.434 10.408 7.950
.005 7.169 6.079 6.792 7.063 6.485
.01 5.310 4.59] 4,969 5.238 5.145
.02 3.998 3.539 3,688 3.948 3,943
.05 2.843 2,606 2.573 2.813 2.813
d 2.268 2.136 2.038 2.248 2.248
.2 1.871 1.803 1.702 1.858 1.858
.5 1.533 1.508 1.530 1.515 1.526

1. 1.371 1.359 1.667 1.297 1.366

2, 1.259 1.254 2.334 1.104 1.257

5, 1.163 1.161 1.005 1.155

10. 1.114 1.113 1. 1.082
20. 1.080 1.080 1. 1.023
100. 1.036 1.036 1.
1000. 1.01 1.011
10000. 1.004 1.004
« 1.0 1.
Too — Ty
R ()=R,(1)+R, (1) = (26)

Q. (1)
The average contact area temperature 7, and the total heat
flow through the contact area Q, are given by

N N
T.(t) = Y Tig (474, Qulta) = Yy amA;  (27a,b)
Jj=1

Jj=1
where A4, is the total contact area, A, is the area of the jth ele-
ment, and 7}, and g, are the temperature and the heat flux
associated with element j at time ¢,,, respectively.

Results and Discussion. The results of the surface element
solutions are presented in terms of the heat flux distributions
across the interface, and the thermal constriction resistance of
the contact area.

Figure 7 illustrates the normalized spatial variation of the
surface heat flux at different dimensionless times. Normaliza-
tion is obtained by dividing elemental values by the value of
the centerline element which covers the area 0 < r* =< 0.2.
After dimensionless time about 20, the normalized heat flux
distribution remains constant. This indicates that for ¢* = 20,
the heat flux across the disk can be approximated by a product
of a function of t* and a function of r*. Table 1 illustrates
comparisons of area-averaged interface heat flux*® calculations
performed using the MUSE method with the results obtained
from the two solutions given by equations (22) and (56) in [12]
and the two other solutions given in [28] for values of s=2 and
s=35.

Case (b) is considered with the glass being the material of
one body and copper of the other. The glass-copper combina-
tion has also been investigated in [12, 30, 31]. The thermal
conductivities & are 1.03 and 381 W/m-K and the thermal dif-
fusivities « are 0.6 X 1073 m2/s and 13.2 X 10~° m?/s for
glass and copper, respectively. For this case the dimensionless
time is based on the lower thermal diffusivity oy < o,. The
results for spatial variation of the surface heat flux for Case
(b) are similar to those of Case (a). In Fig. 8, the normalized
interface temperature distribution is plotted versus dimen-
sionless radius r* at several times. Normalization is obtained
with respect to the initial temperature of body 2 (copper). For
t* = 0.1 the interface temperature distribution is almost

uniform. )
The MUSE solution is also compared with the other

available solutions on the basis of the dimensionless thermal
constriction resistance across the contact area for both Cases
(@) and (b). Table 2 provides the results for Case (b); for Case
(a) see [13]. The first column in this table is the dimensionless

3The area-averaged interface heat flux g(¢) was obtained by summing the

products of the elemental heat flux and the fraction of the total interface area
occupied by the element.
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Fig. 8 Normalized interface temperature distribution for the geometry
of Case (b) (normalized with respect to initial temperature of body 2,
copper}

time ¢*, which extends over many decades. The results from
the finite difference solution of Schneider et al. [30] are pro-
vided in the second column; they are least accurate at the early
times and most accurate at the late times. The third column
comes from the exact solution given by Sadhal [31] which is
claimed to be very accurate at late times * > 10. The fourth
column is for the T-based solution given by Beck and Keltner
[12], which is most appropriate for large times but is
remarkably accurate down to ¢* = 0.1. Column 5 in the table
is for the g-based solution [12] and is accurate at early times.
The results obtained by the MUSE solution are displayed in
the sixth column.

Conclusion

The multinode transient surface element formulation for
solution of two-dimensional heat conduction problems with
linear boundary conditions has been presented. The method
uses Duhamel’s integral and consequently can only be applied
to problems with linear differential equations. It is applicable
to homogeneous and composite geometries with perfect or im-
perfect contact.

The MUSE method is most suitable for calculating interface
temperature and heat fluxes for the geometries connected over
relatively small portion of their surface boundaries. Although
the formulations were given for two-dimensional problems,
they can also be applied to three-dimensional problems and
the problems with multiple interfaces, providing the proper in-
fluence functions are used.

To show the flexibility and applicability of the method to
two-dimensional homogeneous and composite bodies, the
multinode surface element formulations were utilized to solve
the problem of two semi-infinite bodies suddenly brought
together over a small circular area. The results were in ex-
cellent agreement with existing analytical and numerical solu-
tions. Very high accuracy is attainable with a relatively small
number of surface elements for the complete time domain.
This feature makes the method superior to alternative
numerical techniques such as finite different or finite element
which involve whole-body discretization.
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APPENDIX

Relation of Equation (1) to Green’s Function

Formulation

For the case of uniform initial temperature 7, and a heat
flux condition, equation (13) of [15] gives

[¢1

=T
T(ry t) 0+ k

t
Sx:o Ss,- q(ri, N) G(r, t/v/, \) ds;d\

(AD

Journal of Heat Transfer

For the coordinates r = X, z, the heat flux at z=0, and heating
froms’ = n = 0to L, (Al) can be written as
¢

q(n, Ne

L
T(x,z,t)=TO+§ 5
2=0 JA=0

—:—G(x, 2, t/1, 0, N)dNdy (A2)
Comparing equation (1) and (A2) yields
az\[/q (x’ 2y M, [_’\) o ’
- =—=G(x, z, t/7, 0, A A3
Py X (x, z, t/n ) (A3)
and then integrating (A3) twice gives
. )\ t L o
s K3 1y [— = °
\pq(x “m ) Sl”ZO SX’:W k
G(x,z,t/x",0,t)dx’'dt’ (Ad)

which demonstrates a relationship between Duhamel’s
theorem equation given by (1) and a Green’s function
formulation.

An advantage of writing (1) in the present form is that ¥,(.)
is finite for f—A — 0 for the heated surface while G(., .,) goes
to infinity. On the other hand, an advantage of the Green’s
function formulation is the relatively easy access to the
Green’s functions [15-19].
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The concept of multiple Markov chains is applied to the study of radiative heat
transfer problems. A stochastic method for calculating radiative interchange in
enclosures consisting of a number of isothermal surfaces with directional-

bidirectional properties is developed. In this work, the Monte Carlo method is
employed for calculating the multiple transition probabilities. Numerical examples
have been presented to demonstrate the usefulness of the present approach.

Introduction

Most available methods of calculating radiative exchange in
enclosures are only capable of treating enclosures with diffuse
and specular surfaces [1-6]. Bobco [7] introduced a method
for solving radiation transfer in enclosures with directional-
bidirectional surfaces. His method includes only one bounce
of the energy bundles and also requires bidirectional reflec-
tance as an input. Calculating bidirectional reflectance from
bidirectional reflectivity involves evaluation of four surface
integrals or eight line integrals and is an extremely tedious
task. The only practical method for determination of radiative
interchange in enclosures with directional-bidirectional sur-
faces is the Monte Carlo method [8, 9]. However, the
statistical errors involved in the Monte Carlo method can be
large. Further improvement of this technique is necessary.

Recently, Naraghi and Chung [6] have demonstrated that
the principle of multiple Markov chains can be used for
calculating radiative interchange in enclosures consisting of
diffuse and specular surfaces. The same concept will be used
here to develop a method for calculating radiative exchange in
enclosures consisting of directional-bidirectional surfaces.

It has been shown [6] that the stochastic process X = {x, =
ig, X, = i}, X, = I, ... } represents a radiation process in
which the radiating energy bundle initially emitted from sur-
face i, is reflected from surfaces, i, i5, . . ., etc., until it is
absorbed by one of the participating surfaces. As an example,
consider an enclosure consisting of 6 surfaces 1, 2, 3, 4, 5, and
6. The stochastic process X = {x, = 3,x, = 5,x, = 1,x5 =
4,x, = 3, ...} represents an energy bundle which initially is
emitted from surface 3 and then reflected from surfaces 5, 1,
4, 3, . . . sequentially until it is absorbed by one of the par-
ticipating surfaces. Therefore, the radiative process in an
enclosure can be represented by a stochastic process. The
destination of an energy bundle after emission and each reflec-
tion is a random phenomenon and is influenced by emissivities
and reflectivities of the participating surfaces. When the
reflections are bidirectional the destination of the energy bun-
dle after each reflection is influenced by a number of its past
reflections. For example, if the destination of the energy bun-
dle is influenced by its past / steps, then

* xn—l }
=P{x,|x,_ cs Xp_as Xyt ). €))
This process is called multiple or /-dependent Markov chains

P{xnlxmxlyxl: Lo
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[10-12]. The ordinary Markov chain theory can be applied to
multiple Markov chains if we define a new random variable as

Y= Xy Xpits o oo s Xpppo1) 2

Then Y = {y,; neN] is a stochastic process which holds the
Markovian property. The stochastic process Y has no physical
meaning and it is only created in order to carry out the calcula-
tions. The results obtained based on stochastic process Y have
to be transformed into stochastic process X, which represents
the radiation process in the enclosure. Since the random
variables of the stochastic process Y are vectors, its transition
probabilities matrix is in the form of

P=[Py i, ..., iy Gladgs e s inl ©)

The transition from (i, i, . . ., §) t0 (s Joy -« - J) 1S
possible only if i, = j;, i3 = j,, . . ., § = j,_; orin general i,
= j for 2 = k = [I. A more detailed description of
stochastic processes and Markov chains can be found in [6,
10-12].

In this paper, the concept of multiple Markov chains is used
to calculate the probabilities that radiation emitted from sur-
face i of an enclosure is absorbed by surface j in the same
enclosure. These probabilities are equivalent to the absorption
factor B; ; of [1].

Analysis

Consider an enclosure with surfaces having directional
emissivities e’(3, 6), absorptivities o’ (8, #), and bidirectional
reflectivities, p (8, 6, B,, 8,). The stochastic process X = {xy,
X1, X5, - . . } can be used to represent the radiation process in
this enclosure. If the participating surfaces reflect bidirec-
tionally the outcome of random variable x,, is influenced by
the outcomes of / previous random variables. The stochastic
process X can be transformed to stochastic process Y = {y;,
Y1, Y2, - - - } using the transformation shown by equation (2).
The outcome of random variable y, of stochastic process Y is
only influenced by one preceding random variable, i.c., y,_;-
Therefore, the stochastic process Y holds a Markovian
property. At the first /— 1 transitions of stochastic process X,
there are fewer than / past random variables; therefore, we
must let the process go on for /- 1 transitions in order to form
the initial vector y, = (xg, X, - - . » X;_1). The idea of the
multiple Markov chains can be applied after (/- 1)th transi-
tion has occurred, i.e., when the initial vector of stochastic
process Y can be formed. Other techniques are necessary to
calculate the energy absorbed by surfaces of the enclosure at
first, second, ... (/— 1)th transitions. Based on the above
argument the absorption factor can be formulated by [6]
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B=BY+B@+ .. +BU-D4+BUD 4

where B®) = [B{®] (k < /) and Bf¥) is the probability that
radiation initially emitted from surface / is absorbed by sur-
face j in exactly k steps. The multiple Markov chains are used
only to calculate the last term, i.e., BY*) in equation (4).
B,{’ i ) is defined as the probability of radiative energy
bundle initially emitted from surface i being absorbed by sur-
face j at the /th or later transitions.

The formulation given by equation (4) is referred to as a
stochastic / model, e.g., the stochastic 2 model is given by

B=BO +BCH

It represents a stochastic process in which the future of the
radiation process depends on two previous reflections only.

The probability that radiation emitted from surface / is ab-
sorbed by surface j in exactly one transition is given by (refer
to Fig. 1 for notations)

1
T €A,

S S ¢’ (B, 8;)[cos B; cos Bjla’;(B;, 6,)dAdA,
A; Ja

2
where

B

©)

J i J

e,»:—SW/Z SZW €/(8, 8) cos B sin B db dB

0 0

B{' can also be interpreted as the fraction of energy
emitted from surface / absorbed by surface j in a single transi-
tion. The fraction of energy emitted from differential element
dA; along (B;, 6;) which is absorbed by differential element
dA; is given by

G,i(ﬁi, 0,»)[COS ﬁ,' COS 61]01'!(,3!, 0_,) dA, dAj
T3

Integrating the above expression with respect to surfaces A;
and A4; leads to the fraction of energy emitted from surface A,

Fig. 1 Direct exchange of radiation between two surfaces, i and j

absorbed by surface 4;. The use of equation (5) requires
evaluation of two surface integrations or four line integra-
tions. Expressions for B, B, . .., B{7Y involve large
numbers of integrations [10]. Evaluation of these integrations
is a tedious job; therefore, it is more practical to use the
Monte Carlo method to calculate BY) (k=</-1).

It has been shown [6] that stochastic 2 and 3 models provide
solutions with reasonable accuracies. The stochastic 2 and 3
models correspond to one and two-bounce solutions, respec-
tively. Hence, the Monte Carlo method will be used here for
the evaluation of a small number of bounces of energy bundles
(one or two bounces at most). Consequently it is expected that
the statistical errors of the present techniques will be much less
than the direct use of the Monte Carlo method in which
several bounces of the energy bundles have to be evaluated by
means of a random sampling. The formulation for equation
(5) based on the Monte Carlo method is

N... .
BY = lim —4D 6
" Nj—oo Ni ( )
where N, is the total number of energy bundles dispatched

from surface / and N, ; is the number of energy bundles

Nomenclature
A = absorptivity matrix
A; = area of surface i
B = absorption factor matrix
B; ; = absorption factor (fraction of energy
emitted from surface / and absorbed
by surface j by direct radiation and
multiple reflections)
C = matrix defined by equation (19)
F; ; = radiation shape factor from surface

to surface j
Fij = &b
= an integer denoting the dependence of
the radiation process on its past steps
total number of energy bundles emit-
ted from surface i
number of energy bundles initially
emitted from surface i;, and reflected
from surfaces i, i3, . . ., i;_ sequen-
tially, finally reaching surface i,
number of energy bundles initially
emitted from surface /;, reflected from
surfaces iy, i3, . . . , i;_; sequentially,
and finally absorbed by surface i
number of energy bundles initially
emitted from surface /|, reflected from
surfaces iy, i3, . . . , {;_; sequentially,
and finally reflected from surface /;
probability
= transition probability matrix

Journal of Heat Transfer

distance between differential surfaces
dA; and dA;

F; ¢ = nondimensional bidirectional reflec-
tance of surface k for radiation arriv-
ing from surface j and directed toward
surface w

total exchange area from surface i to
surface j

random number between 0 and 1
reflectivity matrix

entries of matrix Q defined by equa-
tion (12)

= matrix defined by equation (14)
random variable

stochastic process

random variables vector

stochastic process

absorptivity

angle from normal

Kronecker delta

emissivity

circumferential angle

reflectivity

(g

1l

o

bq:mmtbQ%Ekko Q "X
If

Superscripts

= diffuse component of reflectivity
directional component of reflectivity
specular component of reflectivity
quantity in one direction

” = bidirectional quantity

S~y oo R
I
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which are emitted from surface / and absorbed by surface j in
one transition. The formulations for emission direction and
absorption are given in {13]. When the participating surfaces
emit and absorb diffusely then the formulation given by equa-
tion (6) becomes
N,
B =q, lim —=2 ™
Nj—o i
where Ny, ; is the number of energy bundles emitted from sur-
face i and reaching surface j and «; is hemispherical absorp-
tivity. The right-hand side of equation (7) is identical to F; ; «;
when the exact formulation is used. If the F; ;’s are known,
the use of exact formulation eliminates the statistical errors
caused by the Monte Carlo method.
The probability that radiation emitted from surface / is ab-
sorbed by surface j in exactly two transitions is expressed by
B® (i.e., one reflection, see Fig. 2)

Na(ii j
. L i )
Bf?& = E : lim _—]V_——

Nj—o

i i i

where Na, i,,j) is the number of energy bundles initially emit-
ted from surface i and reflected from surface /;, and finally
absorbed by surface j. B, represents the fraction of energy
emitted from surface / which is reflected from one of the par-

ticipating surfaces and finally absorbed by surface j.
When the participating surfaces emit and absorb diffusely
the formulation given by equation (8) becomes

. Ny

B} =ey 1 lim —

i

®

®

where NV; i is the number of energy bundles initially emit-
ted from surface i then reflected from surface i, and finally
reaching surface j.

In general, the probability that radiation having emitted
from surface / being absorbed by surface j in exactly & transi-
tions (k— 1 reflections, see Fig. 3) can be written as (k < /)

o Nagiig, ..
E lim N,

iyigy ooy Nim®

vig—15J)

B = (10)

Fig. 2 Exchange of radiation between two surfaces, i and j with reflec-
tion from iy

where Ny iy iy, ..., iy, 15 the number of energy bundles in.
itially emitted from surface i and reflected from surfaces i,
Iy . . ., Ig_) sequentially and finally absorbed by surface ;,

B{®) can be interpreted as the fraction of energy emitieq
from surface / and absorbed by surface j having reflected from
k—1 surfaces in the enclosure. When the participating syr.
faces emit and absorb diffusely equation (10) becomes

B =oy )>

UTE IR

where N; i, ..

itially emitted from surface / and reflected from surfaces i,

iy, ..., Iy sequentially and finally reaching surface j. To

find BY*) (the last term in equation (4)), we use multiple
Markov chain principles.

Let g, iy, ..., be the probability of the radiative energy
bundle not being absorbed by states x;, = i, x, =
i3, . .., X;_1 = ;. They are the entries of the vector y, = (x,,
Xy X3, - . ., X;_y). It also represents the probability of the in-
itial state of stochastic process Y being formed, i.e., the initjal
distribution of stochastic process Y. Qi iy, ip is expressed
by the following equation

N i iy iy T
N )

i

lim
vigy Nime

i 2 1) is the number of energy bundles in-

iy inig, . ip =P{Xe =1L X =l X =13, - o, X =1y,
and reflected from i, }
N oo .
. (i iy iz, ooy dp)
- lim 1243, 13 i (12)
Ny N,
where N, iy, iy, ..., ip 18 the number of energy bundles in-

itially emitted from surface /;, and reflected from surfaces /,,
Iy, . . ., I, sequentially.

When the participating surfaces emit and absorb diffusely,
equation (12) becomes

N, . . .
. . (i), 8y, i3, ooy ip)

iy, iz, ... oip) _pi[NiIhIIL N (13)
where N 4, iy, ..., ipis the number of energy bundles ini-
tially emitted from surface 7, reflected from surfaces i,
iy, . . ., I;_ sequentially, and finally reaching surface i,.

We define an associated diagonal matrix Q as
Q= [‘](il,;z, e i,)5(i1,i2, N TR 7 T ,j1>] (14

We also define the transition probability matrix P

Pz[P(il,iz,‘..,i[)»(jl,jz,..A,jl)] (15)
where P i iy Gy g ip =05 0 Lo # jyor

Iy # Jos o oonorip # jpthen Py oy i i
is the probability of radiation reaching surface j, initially
emitted from i; and being reflected from i/, i3 . .., . In
this case P i), .iys (g, i3, ..., i, jp 1S @ conditional proba-
bility and is identical to P{x, = j/Ixo=4i, x,=6, ...,
X, =1i;}. The conditional probability is defined by [11, 12]

Fig. 3 Exchange of radiation between two surfaces, i and j with reflec-

tion from surfaces iy, iy, i, .
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plx,=blx;=a} =p{x,=b,x,=a)/plx,=a)

Applying this relation we can write
Pin, ..., i (ig,ig, ..., inin =

pixg=ip, X\ =0y . . ., X =1}, X;=Jj;}
p{xo=1iy, X, =0, ... ,X%_ =1, and reflected from'i,}

Pl i ips Gy, indp)
lim N(il,iz,i3 ----- i Jp)
Nj —e Nil
= N (16)
lim rligy g, igs - o, i)
N; —o N

The hemispherical absorptivity and reflectivity matrices are
defined as

am

A=loyb4 h, ip, Gras s inl
and

R=[pj,6(il,i2, R 1 N VS / T j/)] (18)
where o, is hemispherical absorptivity and p i is hemispherical
total reflectivity of surface j,. Then

C=1C i, ..., i1 s inl
=QPA+QPRPA+QPRPRPA+ ...

or
C=QI-PR]"'PA 19

The interpretation of each term in equation (19) is as follows:
Q is the probability that the initial state of stochastic processes
Y is formed; theterms QP A, QPRPA, QPRPRPA
represent the probabilities that the radiative energy bundle is
absorbed at the first, second, third, . transitions of
stochastic process Y respectively. The first transition of
stochastic process Y is equivalent to the /th transition of
stochastic process X. This is due to the fact that the transiton
from y, to y, is equivalent to transition from the last entry of
(Xos X1 + - ., X;_y) to the last entry of (x{, x,, . ., X)), i.e.,
transition from x,_, to x;; but the transition from x;_, to x; is
the /th transition of stochastic process X. Similarly, it can be
shown that the second transition of stochastic process Y is
equivalent to the (/+ 1)th transition of stochastic process X
and so on. The matrix C gives the probabilities that the
radiative energy bundle is absorbed by the states of stochastic
process Y; therefore, we need to transform the matrix C into
the original stochastic process X. This can be realized from the
following relationship

B =

iy, ..., i Uradas - s Ji—-1:0) 20

Once BU+) = [B{ )] is formed, the absorption factor matrix
can be obtained by substituting B, B®, , BU*) into
cquation (4). The one-bounce solution of the above method
corresponds to / = 2 and equation (4) reduces to

B=B® +BeH
If the view factors and mean bidirectional reflectance Fi . p are

known, they can be used instead of the Monte Carlo method
to evaluate the right-hand sides of equations (7), (13), and (16)

@D

when / = 2 (stochastic 2 model). These equations take the
following forms

BM=F, ; a (22)

iy i =Piy Fiy iy (23)

Journal of Heat Transfer

Table 1 Surface properties for the enclosure shown in Fig. 4

(7

f)v,i,j
j €j pj p;i w o= 2 w=3
1 0.10 — —_— 0. 0.
2 0.05 0.95 0. 0.30 1.20
3 0.15 0. 0.85 1.20 0.75
A3
A
A2
Fig. 4 An infinitely fong triangular enclosure

p _ filriZJZ Fil:iz Fiz»fz

Usiplin, Jay =

1222 Piy Fi‘,iz

_ fil ) F"sz 4)
pi2

As will be shown in the next section, the present one-bounce
solution (equations (21)-(24)) yields results identical to those
of [7], for the same example problem solved in this reference.
Note that the example given in [7] is restricted to the one-
bounce solution only and it requires mean bidirectional reflec-
tance as input. As pointed out earlier, calculation of mean
bidirectional reflectance involves eight line integrals and is not
an easy task. Furthermore, the present approach is capable of
providing two, three, . . . bounce solutions, i.e., /> 2. In these
cases, the Monte Carlo method is used to evaluate the right-
hand sides of equations (6)-(13) and (16). The reader should
refer to [13] for details regarding emission and reflection
direction of energy bundles in the Monte Carlo method.

Results and Discussion

The only existing solution for an enclosure with bidirec-
tionally reflecting surfaces is given in [7]. The enclosure con-
sidered in this reference consists of three plane surfaces, 4,
A,, and A, which reflect bidirectionally, specularly, and dif-
fusely, respectively. The area ratio of the three surfaces is
AyiAy:A, = 3:4:5, and the surface properties are given in
Table 1.

The same problem will be resolved by the present approach.
The simplest one-bounce formulation of the present ap-
proach, namely, stochastic 2 model gives

B=BO +BC+)
where
B = [BO] =[F, ;o]
and B(l) is the probability that energy bundles emitted from

surfact’ i are absorbed by surface J/ in one transition. The
numerical value of matrix B® is
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0. 0.01667 0.10000

0.02500 0. 0.11250

0.04000 0.03000 O.

To calculate B*) the principle of multiple Markov chains is
used. The possible states for this case are: (1, 2), (1, 3), (2, 1),
2, 3), 3, ), and (3, 2). The transition probabilities are
calculated from the following relations

BO =

The absorptivity matrix, equation (17), is given by
[0.05 ]

0.15 0
0.10
0.15

1,2)
(1,3)
2,1
2,3)
3.1
(3.2)

1

1 @), 3

P = =1.
(1,2), 2.3) Fl,z

Puy, any=F31=2/5 Py, 62 =3/5
P(z,l),(l,z):((f2,1,2F2,1F1,2)/P1)/F2,1

=(f2,1,2F1,2)/P1 =1/9 ;
Poy, =((Fo13F 20 F13)/ p )/ Foy = (Fy13F13)/ P =8/9
Pogy, an=F =2/5 D3, 3,2 =F;,=3/5
P(3,1),(1,2):((f3,1,2F3,1F1,2)/p1)/F3,1

=(r3,1,2F12)/p1 =4/9
Py, 0 =3 3F31F13)/p1)/ Fy = 5/9
Pap, ey =F1/F3.=1/5
Pu, 0 =Fip3/F32=2/3

where p, = pf + pi.
Matrix Q, based on equations (14) and (23), is given by

_Fx,zpz
F1,303 0
FZ,lpl
Q:
£ 505
0
F3,1p1
L Fs,zpz
[0.31677
0.56667 0
= 0.22500
0.63750
0
0.36000
] 0.57000 |
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and the reflectivity matrix is
R=I-A

(1,2)
[0.01033

0.02174
0.00855
0.02446
0.01948
10.01889

(1,3)
0.06093

0.12827
0.07305
0.14430
0.09773
0.12863

Equation (20) yields

(C)
0.02192

0.04616
0.01549
0.05193
0.02437
0.05708

2,3)
0.14271

0.20044
0.07084
0.22550
0.12863
0.22509

0.10

0.05 |

G.D
0.04616

0.09717
0.03261
0.10932
0.05131
0.08018

Substituting the above matrices into equation (19) yields

(.2
0.03462]

0.07288
0.02446
0.08199
0.03848

0.06013 |

24+)
BEY = 37 Cliiprs

i, J}
from which entries of matrix B@*) can be calculated

0.21141 0.13947 0.53235

B2t =10.20935 0.13946 0.51369

0.21294 0.13698 0.58008
The absorption factor matrix is given by
0.21141 0.15624 0.63235

B=B® +B2+ = 10.23435 0.13946 0.62619

0.25294 0.16698 0.58008

The total exchange areas are related to the absorption factors
according to

S;S;=¢AB; ;
and hence the total exchange area matrix is represented by:

0.06342 0.04687 0.18971

SS= |0.04687 0.02789 0.12524

0.18971 0.12524 0.43506

It is interesting to note that the entries of the above matrix are
identical to the results given in [7].

The above example shows that the present stochastic ap-
proach provides a one-bounce solution exactly the same as
that obtained earlier by Bobco [7]. However, Bobco’s solution
was restricted to the case of one bounce of energy bundles,
while the present stochastic approach can improve the solution
accuracy by considering two or three bounces of the energy
bundles if the associated mean bidirectional reflectances are
available. Furthermore, the existing method requires mean
bidirectional reflectance (7; ; 4) as an input. As mentioned
earlier, this requires evaluation of multiple integrations which
is not preferable.
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In the next example, the concept of mean bidirectional
reflectance is abandoned; instead, the Monte Carlo method is
employed. Consider an enclosure consisting of two infinitely
long parallel plates, shown in Fig. 5. The radiative properties
of the two plates are the same and their width is equal to the
separation distance. The emissivities of the participating sur-
faces are diffuse and their bidirectional total reflectivities are
shown in Fig. 6. Analogous to the idea of decomposition of
radiation reflected by an oxidized brass sample into a specular
component and a diffuse component (o0 = p? + p%) [5], we
subdivide the bidirectional reflectivity into two components,
diffuse and back-scattering components (p = p? + p°) as
shown in Fig. 6.

The numerical values of emissivity and reflectivity com-
ponents of the surfaces are given by

€ =¢€,=0.1
pf=p§=0.5
pi=p5=0.4

We first employ the stochastic 2 model, i.e., the absorption
factor is expressed by equation (21). A computer program
which uses the Monte Carlo method for determination of one
bounce of energy bundles is developed. This program uses
1000 random sampling and determines N; ) and N, i ;o).

Here Ny, , ;,) is the number of energy bundles emitted from
10 12 . . )
surface 7, and reaching surface i,, and Ny iy, i) 18 the number

of energy bundles emitted from surface i, reflected from sur-
face i, and finally reaching surface i,. Using equation (7) we
obtain

0 0.03900 0.61000

B® = 10.03900 0 0.61000 (25)

0.02935 0.02935 0.41300

Since the participating surfaces emit diffusely, the elements
of the above matrix are identical to F; ;o;. The small dif-
ference between elements of the matrix in equation (25) and
F, ;a; is due to the statistical errors associated with the Monte
Carlo method.

Using equations (13) and (14) the following is obtained

[0.35100 0O 0 0 0 0
0 0 0 0 0 0
0 0 0.35100 © 0 0
Q:
0 0 0 0 0 0
0 0 0 0 0.26415 0
L 0 0 0 0 0 0.26415 |

The transition probability matrix based on equation (16) is

i 0 0 0.67179 0.32821 0 0
0 1.00000 0 0 (U]
0.67179 0.32821 0 0 00
r= 0 0 0 - 1.00000 0 O
0.23509 0.76491 0 0 00
L 0 0 0.23509 0.76491 0 0 |

The absorptivity matrix A is given by

Journal of Heat Transfer

Fig. 5 Two infinitely long parallel plates

Angle of reflection,

_\6
r~

Incident

P
6 direction

S

A
; N\

Bidirectional reflectivity
B3
Fig. 6 Decomposition of bidirectional reflectivity distribution into dif-
fuse and strictly directional components
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0.1 |

and R =1 - A,
Substituting for Q, P, R, and A into equation (19) yields

[0.02247 0.10978 0.03717 0.18158 0 0
0 0 0 0 00
0.03717 0.18158 0.02247 0.10978 0 0O
0. 0 0 0 00
0.00979 0.21953 0.00592 0.02891 0 0O
10.00592 0.02891 0.00979 0.21953 0 O |

From equation (20) we obtain
0.03717 0.02247 0.29136
BCH) = 10.02247 0.03717 0.29136

0.01571 0.01571 0.49689
The absorption factor matrix for this case is
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0.03717 0.06147 0.90136

B=B" + B2 = 10.06147 0.03717 0.90136

0.04506 0.04506 0.90989

In the above calculations the Monte Carlo method is used to
determine the destination of energy bundles after one reflec-
tion in each dispatch. In the regular Monte Carlo method for
the reflectivity of 0.9, the expected number of bounces before
the energy bundle is absorbed is ten. Hence, ten bidirectional
reflections have to be evaluated by the random sampling
which requires considerable effort.

To check the computer program developed for the above
calculations it is assumed that the participating surfaces reflect
diffusely. The resulting absorption factors based on this
assumption are found to be close to those obtained for the dif-
fuse surfaces [6] (0.05 percent difference in B, ;).

Another computer program based on the stochastic 3 model
and Monte Carlo method for determination of two bounces of
energy bundles was developed. The calculated absorption fac-
tor matrix based on this model is

0.03788 0.06400 0.89812

B=B® +B®@ +BG+) = | 0.06400 0.03788 0.89812

0.04244 0.04244 0.91512

It would be expected that the stochastic 3 model provides
better accuracy as compared to the stochastic 2 model.
However, since the statistical errors involved in the use of the
Monte Carlo method in stochastic 3 model are larger than that
of stochastic 2 model, higher stochastic model does not
guarantee better accuracy. To demonstrate this point the
aformentioned programs are used to calculate the absorption
factors of the enclosure when participating surfaces reflect dif-
fusely, i.e., p§ = p§ = 0.9 and p§ = p§ =0. This is a limiting
case for which the exact solution exists [6]. Our numerical
computations show that the average error in the resulting ab-
sorption factors using the stochastic 2 model is 1.7 percent
while using the stochastic 3 model it is 2.3 percent.

It is believed that the stochastic 2 model provides the best
accuracy since the Monte Carlo method is used to evaluate
only one bidirectional reflection; therefore, the statistical er-
rors involved are smaller than those of stochastic 3 model. The
use of a higher order stochastic model is not justifiable
because it introduces additional statistical error in calculating
transition probabilities by Monte Carlo method. The present
approach depends less on the random number generator and
consequently provides more accurate results with less com-
puter time as compared to the direct Monte Carlo method.

Conclusion

The stochastic method which was developed in [6] is ex-
tended to the analysis of radiative transfer in enclosures with
directional-bidirectional surfaces and transparent media.
Several numerical examples have been presented to
demonstrate the usefulness of this technique. It has been
shown that the present method yields results identical to those
presented in the literature [7] if the idea of bidirectional reflec-
tivity is used, which may not be readily available for most
cases. The absorption factor B; ; obtained can be used to
calculate other heat transfer parameters of the enclosures.
Some other commonly used radiation variables such as Hot-
tel’s total exchange area, S;S;, and Bobco’s &, ; can be ob-
tained from the relationships

S:S;=¢; A; B, jand F,; ;=¢; B; ;

The resulting absorption factors obtained from the present
scheme automatically satisfy the following relations
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Y B, ,~land 4, ¢; B, ;=A; ¢,B, ;

Jj=1
Two sides of these expressions are approximately equal in-
stead of being identical because of the statistical errors in-
volved in the Monte Carlo method for calculating the transi-
tion probabilities. In the example considered in this paper, the
two sides of these equations are very close to each other (at
most 0.02 percent relative difference between two sides).
Usually, the directional components of reflectivities p¢ are less
than 0.5; therefore, the assumption of / = 2 vyields a
reasonable approximation from engineering point of view,
Unlike the case involving an enclosure with specular surfaces
[6] the accuracy of the results is not necessarily improved by
using higher order stochastic models.

It should be noted that the use of the Monte Carlo method
in this procedure is restricted to the calculation of transition
probabilities only. Furthermore, the method is used only for
one or two bounces of the energy bundles. It is therefore ex-
pected that the statistical errors involved in the calculations of
this approach are much smaller than those of direct Monte
Carlo technique in which many consecutive bounces of the
energy bundles are evaluated. However, the statistical errors
of stochastic models 2 and 3 caused by the Monte Carlo
method could be reduced by using the linear regression tech-
nique to smooth away the departure from conservation [14).

The application of this stochastic method can be extended
to enclosures with absorbing-emitting and anisotropically
scattering medium. A preliminary work on the application of
the stochastic approach to enclosures with participating
medium is reported in [15].
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Radiative Transfer in

Axisymmetric, Finite Cylindrical
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A solution of the radiative transfer equation for an axisymmetric cylindrical

enclosure containing radiatively participating gases and particles is presented.
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School of Mechanical Engineering,
Purdue University,

West Lafayette, IN 47907

Nonhomogeneities of the radiative properties of the medium as well as of the radia-
tion characteristics of the boundaries are allowed for, and the boundaries are
assumed to be diffusely emitting and reflecting. The scattering phase function is
represented by the delta-Eddington approximation to account for highly forward

scattering by particulates. The model for radiative transfer is based on the P, and
Pj-spherical harmonics approximations. Numerical solutions of model equations
are obtained using finite-difference as well as finite-element schemes.

1 Introduction

In order to predict the thermal performance of practical
systems such as furnaces, boilers, combustion chambers, and
gas turbine combustors, the radiative heat transfer must be
modeled properly. Many of these systems can be considered as
finite-length cylindrical enclosures. Therefore, it is desirable
to have an accurate and reliable model for solving the
radiative transfer equation (RTE) for finite cylindrical
geometries containing radiation participating media. This
model should also be compatible with finite-difference
methods required to solve the transport equations.

Cylindrical enclosures have one advantage in that for prac-
tical purposes they may be considered to be axisymmetric. As
a result, the RTE is to be solved in two dimensions, rather
than three. However, most of the studies reported in the
literature are for one-dimensional, infinite cylindrical
geometries (see [1] for an extensive literature survey). For
multidimensional geometries, an up-to-date literature review
has been published recently [2]. Here, only some of the more
relevant studies are mentioned.

Some exact analytical expressions for radiative transfer in
an absorbing, emitting medium in finite and infinitely long
cylinders [3] and an absorbing, emitting, scattering, axially
finite but radially infinite medium are available [4]. However,
the analyses are not appropriate for a general combustion
chamber. The Monte Carlo method [5, 6] and the zonal
analysis [7, 8] may also yield acceptable predictions for
radiative heat flux distributions in a cylindrical enclosure. Un-
fortunately, these methods are not compatible with the finite-
difference equations for solving the transport equations with
reasonable computational time and effort. An attempt to
combine the zone method with the energy equation using
average values has been made [8]; however, because of the
averaging process the physical insight into the problem may be
lost, and also the method can not be adapted to a scattering
medium,

In the literature, some approximations such as first-order
spherical harmonics (P,) [9, 10], the two-flux model based on
P, [11], discrete ordinates [12], and hybrid discrete transfer
[13] methods have been reported. Applications and com-
parisons for some of the RTE models to practical systems have
been discussed [14]. If the radiation field is anisotropic and if
highly forward scattering particles are present in the medium,
higher order approximations are required, and the scattering
phase function must be properly approximated. In only one of

" Present address: Department of Mechanical Engineering, University of Ken-
tucky, Lexington, KY 40506

Contributed by the Heat Transfer Division and presented at the ASME
Winter Annual Meeting, New Orleans, Louisiana, December 9-13, 1984.
Manuscript received by the Heat Transfer Division February 11, 1985,
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these studies a linearly anisotropic scattering approximation
of the medium was considered [12].

Recently, the third-order spherical harmonics (P;) approx-
imation has been formulated and solved for a three-
dimensional rectangular enclosure containing absorbing, emit-
ting, and highly anisotropic scattering inhomogeneous
medium [15]. It has been shown that the P, approximation is
elegant, reliable, easy to use, and can be readily combined
with finite-difference equations for determining the flow and
temperature fields. In this paper the formulation of P, and P,
approximations are given for a two-dimensional axisymmetric
cylindrical enclosure. The scattering phase function is
modeled by the delta-Eddington approximation [16], which is
capable of simulating the highly anisotropic scattering by the
particles. The main purpose of this paper is to present
methodology for solving the RTE in axisymmetric, finite-
length cylindrical enclosures.

2 Analysis

2.1 Formulation. For an absorbing, emitting, and
anisotropically scattering gas—particle mixture in local ther-
modynamic equilibrium, the time-independent spectral RTE
for two-dimensional axisymmetric cylindrical enclosures is
given by [17]

1 d 1 a a
[7 (5 o T EWLH —6—z—> + 1:|I(r, 2, 8, 9)
= (1 —w)l,[T(r, 2)]

Fig. 1

Coordinate system for a cylindrical enclosure
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T

27
+i5 S I(r, z, 0, )P0, ¢, 0, ¢’) sin 0'dl’dp’
47 Jo Jo

The subscript N denoting spectral quantities in the RTE has
been left off for the sake of clarity, but it is implied. In this
equation ¢ corresponds to the difference of the azimuthal
angles ¢ = ¢q — ¢, (see Fig. 1). The direction cosines are given
by

)

@

The delta-Eddington approximation for the phase function
& is written as

£=cos ¢ sinf, y= sin ¢ sin 8, u= cos @

20,¢,07,¢")=2/0(1-cos Y)+(1-N(1+3gcos y) (3)
where  is the scattering angle
cos y=&&" +m’ +pup’ 18]

and f and g are the parameters related to the coefficient of
Legendre series expansion of the scattering phase function ¢
{15, 16]. By using the moments of the intensity, and after the
normalizations, the RTE equation (1) can be written as

[ d 1 0

+ I]I(f, Z, 0)

700F  Trof 99 " 7,02

= (1 =0, [TU, D]+ U+ 351+l + i) ()
Note that the dependence of I on the azimuthal angle ¢ has
been retained. It will be eliminated later by performing the
necessary integrations over appropriate directions. In writing
equation (5) some steps and details of the spherical harmonics
method have been omitted since they have already been
reported elsewhere [15, 18, 19]. The moments of intensity are
defined as

27 T
Iyr,z) = SO SO I(r, z, 0, $)sin 6dodo

2r pw
N

where /;, I;, [, are direction cosines and each of them is either
£, 1, or u [see equation (2)].
The intensity distribution in the medium is given in terms of

the moments [15]. Note that in axisymmetric cylindrical

(©)

Iy (r,z) = LI, 2, 8, d)sin 0dbdg

Nomenclature

enclosures the same intensity distribution reported for three-
dimensional rectangular enclosures [15] can be adapted by in-
troducing the following relations (for i, j#2)

1221222:[:'1'2:0, Iy=Iy—~1,—1Iy (7

2.2 Governing Equations. In obtaining the model equa-
tions in terms of the moments of intensity, the following
operation is employed

2x T %
S ) S@  [equation (5)]Y2" (0, )sin 0dsd ®)
b= =
for n=0,1,...Nand m=-n, —n+1,...n, where N is

the order of*the P, approximation. In this operation, the
functions Y? , i.e., the complex conjugate of spherical har-
monics [19], can be easily replaced with the appropriate
multiples of direction cosines. This yields a single partial dif-
ferential equation for the P, approximation

1
[r,, AT I‘,JIO = A,G(F, 9 ©)

If the temperature distribution in a gray medium is specified
the source term G can be expressed as

G, 2= 4nl, (TG, D)~ o, D= ——ro— (10)
7o(1 — wp)
The coefficient A, is given by
Ag=3(1—wo)(1 — wog)73 (11
and the I’ operators are defined as
d 9?
T e (12

where ¥; is either 7 (i=1) or Z (i=3).

For the P, approximation, after some manipulations, four
elliptic partial differential equations are obtained in terms of
Iy, I, I;, and I;;, moments such that

1 B, 14
—BlTF,.—‘<2 rJl +—3"T(2)>:|10

4 4
[5 T

- _% (1 — wo)G(F, D+ A, D) (13)

volumetric

A; functions in equations = : source term, 6 = polar angle, see Fig. 1
(13)-(16) equation (10) I' = differential operators, equa-
B = coefficients of moment = point on any boundary tion (12)
equations, equations 'g: = spherical harmonics Q = solid angle, see Fig. 1
(13)-(16) Yy = complex conjugate of ® = scattering phase function,
f scattering phase function spherical harmonics equation (3)
parameter, equation (3) z = axial coordinate Y = scattering angle, equation
scattering phase function Zo = length of a cylindrical )
parameter, equation (3) enclosure, see Fig. 1
G normalized source term, B8 = extinction coefficient Superscripts
equation (10) 6; = Kronecker delta function d = refers to diffuse reflectivity
h boundary intensities, equa- e = emissivity i = refers to incident intensity
tion (22) x = absorption coefficient or flux
I = intensity w = single scattering albedo " = refers to normalized coor-
I, Planck’s blackbody =1-(«x/B) dinates, equation (5)
function wy = normalized albedo .
I; moments defined by equa- = (1—fw/(1 —fw) Subscripts
tion (6) ) ¢ = azimuthal angle, see Fig. 1 b = refers to blackbody
q radiative heat flux vector p = reflectivity w = refers to wall properties
r radial coordinate ¢ = Stefan-Boltzmann constant 0 = refers to zeroth movement
o radius of a cylindrical 7, =.normalized optical radius 1,2,3 = refers to corresponding
enclosure, see Fig. 1 = B(1 — fw)rg moments
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Table 1 Momernts for the boundary equations, see equation
@n

Moments of intensity F 7.
I 5*533‘5#2 p=Eu—u’
! o y
I3 £ ul
I Egll Ep?

1 B
[3BﬁFrr+Fzz+B7TPr"(4 ’:24 +7T%)]]ll

7
= ——— 131~ w)G(F, 2)+A,(F, 2)

3 14)

1
[I‘,., + 3BGI1zz + B6 TI‘r - 773]133

7
= = 15(1 = w)G(F, )+ A;5(F, 2)

3 (15)

[BZI‘,, +B,T,, —B,

~| -
—

B, 7o -

- (211 =a0 9 (16)
The functions A and the coefficients B are given in Appendix
A. These four equations are to be solved simultaneously,
which means that an iterative scheme must be employed to ob-
tain the solution for the four moments of the intensity. After-
wards, the other moments are obtained by using relations be-
tween the moments of intensity and the intensity [15].

The divergence of the radiative flux in the medium is given
by the conservation of radiant energy equation

SA_O Veqydh=V+q=S5(F, 2)

17

where S is the net volumetric rate of radiant energy emission
or absorption in the medium and is defined by equation (10).
Using the first moment of intensity, the radiative flux distribu-
tion can be expressed as

Gi(F, D) =1{r, ) 18)
where i is either 1 (=7 direction) or 3 (= £ direction). For the

P, approximation, [; is given in terms of the zeroth order of
moment

(7, )= ———++—T',({, 19
(D)= = Tl (19)
For the P, approximation, it can be expressed as
LA, )= ——— [I‘i I)+T .
O e LR+
S go—1, -1
——r.—( o — 11— 1)l (20)

where §;, is the Kronecker delta function.

2.3 Boundary Conditions. There are two different type of
boundary conditions, namely, Mark’s and Marshak’s, which
are to be used with the spherical harmonics approximations
[17-19]. For the lower order approximations, such as P, or
P,, Marshak’s boundary condition is preferable over Mark’s
and is obtained by taking the integral of the intensity over the
appropriate hemispheres such that

[, 70 978 @d0= her 0¥ @d0 @D

where Y%,_, are spherical harmonics, and n=1, 2, ...,
N+1)/2, and —2n+1 < m < 2n+1. Here, k,, corresponds

Journal of Heat Transfer

q, 0'5[__ Exact [3]
T2 —— Pyl 1x21)
o o N
o4l P, (21%41)
03
> Exact [3]
© 04r __ Py (11x21)
—— P, (21x41)
1
00 0 Q9 15 20
[4 z

Fig. 2 Comparison of Py and P5 approximation results with exact
numerical results [3] for different optical radii, at f=1: T, =0, ¢, =1,
rg=1m,zg=2m

to the intensity at a diffusely emitting and reflecting opaque
boundary and is given by

hw X-wl Q) =Ew1b(Tw)+p‘viv Ii (xwr Q) (22)

The explicit forms of the boundary conditions at the walls
required for an axisymmetric enclosure are similar to the ex-
pressions for a rectangular enclosure [15]. Therefore, they are
not repeated here. At the centerline the symmetry conditions
are used. The appropriate moments for boundary equations
are listed in Table 1. It is worth noting that the multiplying
factor for zeroth movement I, is obtained from the second
relation given by equation (7). The other multiplying factors
are similar to those used before [15].

2.4 Method of Solution. The governing equations, equa-
tion (9) for the P, approximation, and equations (13)-(16) for
the P, approximation, are elliptic, linear partial differential
equations. It is possible to solve the P, approximation equa-
tion analytically after some simplifying assumptions (see, e.g.,
[9, 10, 20]). However, if the source or temperature distribu-
tion in the medium and of the boundaries are nonuniform and
if the radiative properties are nonhomogeneous, which is the
case for practical systems, then an exact analytical solution is
not possible. No analytical solution appears to be available for
solving the four P, approximation equations simultaneously.
Therefore, all of the results reported in this paper have been
obtained numerically, either by a finite difference or a finite
element scheme using a general computer code ELLPACK
[21]. This code has been successfully employed in obtaining
the numerical results for three-dimensional rectangular
enclosures [15].

The results obtained for the P, approximation can be used
to initiate the P, approximation solution, and equations
(13)-(16) are solved simultaneously. The numerical results for
the heat flux distributions are compared with the results for
the previous iteration. When a predetermined convergence
criterion is satisfied, the iteration is terminated. In the
numerical calculations the mixed moment, i.e., I;; equation
(16), has been left out of the solution scheme by assuming that
1,3 =0 everywhere in the medium. The main reason for this is
the numerical instability caused by the double first-order
derivatives of 7,; moment in the governing equations near the
singularity at 7=0. Unless a more stable numerical scheme is
developed, the solution for the /;; moment does not appear to
be warranted as it improves the results little.

3 Results and Discussion

The predictions based on the P, and P, approximations for
a finite cylindrical, black wall enclosure containing an absorb-
ing and emitting medium are compared with the ‘‘exact”
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Fig. 3 Comparison of local radiative fluxes at the wall (f = 1) based on

P3 approximation results for a combustion chamber with experimental
data [23] and discrete ordinates model [12]: rg =0.45m, 25 =5.1m

numerical results [3] in Fig. 2. The normalized heat fluxes ob-
tained from the P, approximation in the axial and radial direc-
tions are generally in good agreement with those based on the
exact analysis. By doubling the number of grid points, a slight
increase in the radiative fluxes was obtained. Note that if the
optical radius of the medium is large, then the finer grid
scheme yields more accurate predictions. The finite element
solutions of the P; approximation for r,=1.0 and 5.0 were
not distinguishable from the exact results. On the other hand,
for 7y =0.1, both finite-element and finite-difference schemes
gave the same numerical values for the wall heat fluxes.

All of the P, approximation results shown in Fig. 2 were ob-
tained by the finite-element scheme. For the thin medium, i.e.,
7o=0.1, the P, predictions were identical to those of the P,
approximation. However, for 7,=5.0, it overpredicted the
normalized heat fluxes and yielded values greater than unity
near z = 0. The same unrealistic behavior of the P, approxima-
tion was also observed in a one-dimensional planar medium
[22].

The P; approximation predictions are compared with the
experimental data in Fig. 3 for a water-cooled cylindrical fur-
nace [23]. The cylindrical walls are taken to be at a
temperature of 425 K and to have an emissivity of 0.8. The end
walls are at 300 K and are assumed to be black. The gray ab-
sorption coefficient is assumed to be 0.3 m~! [12], and the
temperature distribution in the medium is specified. The
results based on the P; approximation shown in Fig. 3 follow
the same trend as the data. The model predicts the location of
peak heat flux accurately; however, the magnitude is under-
predicted. Comparison of the results with the S,-discrete or-
dinates approximation shows that, except near the peak heat
flux, the P; approximation predictions are close to the results
based on the S; method [12]. The difference between the ex-
perimental data and the P, results is at most 15 percent. It is
believed that this deviation is mainly because of the small op-
tical radius of the medium (r, =0.135 in the radial direction).
It was pointed out before that the P, approximation yields ac-
curate results if the optical thickness of the medium is greater
than or on the order of unity [15, 24]. Note that these calcula-
tions were performed by assuming that the gas absorption
coefficient was temperature independent and constant
throughout the medium. Indeed, it is difficult to justify this
assumption physically, and also it is difficult to imagine how a
single valued absorption coefficient can be chosen to model a
real furnace. In order to examine the sensitivity of the P, ap-
proximation predictions to the gray absorption coefficient,
calculations were also performed for x=0.35 m~!. As seen
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Fig. 4 Comparison of Py and Py approximation results with exact
benchmark solution [25]: rg =0.1 m, zg=1.0 m, 8=1.0 m ™', w=0.5,
Tw =0, ey =1 (m refers to Marshak’s boundary conditions, a refers to
analytical boundary conditions).

from Fig. 3, this yielded, in general, better agreement with the
data.

In pulverized coal-fired furnaces the contribution of scatter-
ing particles to the radiative heat transfer is very important
and must be accounted for. Therefore, it is desirable to
evaluate the accuracy of the model for a scattering medium.
Recently, Crosbie and Farrell [25] have obtained benchmark
solutions for an isotropically scattering, nonemitting,
homogeneous medium in a finite cylindrical enclosure with
cold black walls subject to a diffuse radiant flux incident on
one end. In Fig. 4, the predictions based on the P, and P, ap-
proximations are compared with the benchmark results. Since
the walls are black and cold, it is possible to include the effect
of uniform diffuse radiation flux incident on one end of the
cylinder using a direct integration method. The corresponding
integrals have been solved numerically employing a ten-point
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Fig. 5 Effect of scattering on the wall (f=1.0) radiative heat flux
predictions of the P; approximation: §=1m~ ', ¢, =0.7, T, =500 K,
rg=1m,zg=6m

Gaussian quadrature scheme. Additional numerical results
and comparisons with benchmark solutions are available
elsewhere [26].

The importance of scattering on the wall heat fluxes in a
medium with nonuniform temperature distribution is exam-
ined in Fig. 5. The assumed temperature distribution in the
medium as well as the dimensions of the enclosure and the
radiative properties are shown on the figure. The radiative
heat flux at the walls decreases with increased scattering, and
more uniform distributions of the fluxes are obtained. This is
expected, since with increasing w the emission by the medium
becomes less important in comparison to multiple scattering
[see equation (1)]. Note that the effect of scattering albedo w
on the radial heat flux is more pronounced near the region
where the temperature is high. It is clear from Fig. 5 that if
scattering in the medium is neglected, the wall heat fluxes
would be overpredicted by as much as 50 to 60 percent.

The effect of scattering phase functions (or the type of par-
ticles in the medium) on radiative heat flux distribution at the
walls is shown in Fig. 6, for the same physical model given in
Fig. 5. The parameters f and g [see equation (3a)] of the delta-
Eddington phase function model are evaluated from the com-
plete phase functions obtained from Mie theory for three dif-
ferent polydispersions. It is worth noting that the effect of
anisotropic scattering on the radiative heat flux distribution at
the cylindrical walls is not very critical. However, at the end
walls, the change in heat fluxes can be as high as 20 to 40 per-
cent. This small effect of anisotropic scattering by the particles
on radiative heat fluxes is due to the cool walls. It is clear that,
if the chamber wall temperatures are not much different from
each other and not very high, the medium may be assumed
isotropically scattering, and this assumption may not cause
significant error in radiative heat flux predictions at the side
walls. However, when there is a directional anisotropy in the
radiative field, which is along the axial direction in this
problem, then the effect of highly forward scattering becomes
more pronounced in that direction. Because of this, the radia-
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tion fluxes calculated at the end walls show dramatic changes
for different phase function model parameters.

In the paper only the heat flux distributions at the walls are
reported. However, in most engineering applications, the
divergence of the radiative flux vector in the medium is re-
quired [see equation (17)] for coupling the RTE with the
energy equation. Such divergence calculations have been
reported for a cylindrical pulverized coal-fired furnace [26].

Most of the results reported in this paper required seven to
nine iterations. For an 11 X 21 grid scheme the required CPU
time on Vax-11/780 digital computer for a finite difference
solution was about 250 s. For the same grid scheme, the solu-
tion using a finite element technique was obtained in about
3500 s.

4 Conclusions

A two-dimensional axisymmetric radiative transfer model
for an absorbing, emitting, and anisotropically scattering
nonhomogeneous medium, based on the third-order spherical
harmonics approximation, has been developed. The governing
differential equations were solved numerically by finite-
difference as well as finite-element techniques. The computer
time requirements show that the finite-difference solution of
the model can be used successfully for accurate radiative heat
flux predictions in combustion chambers. The model is com-
patible with available algorithms for solving the transport
equations. Accounting for the nonhomogeneous radiative
properties due to concentration and temperature variations in
the medium and anisotropic scattering due to particulates
yields more reliable heat transfer predictions by the model.

The P, approximation is sufficiently accurate for physical
systems for which the optical thickness is greater than or on
the order of 0.5 and yields improved radiative flux predictions
over the P, approximation. It is shown that its accuracy can be
further improved by using well-defined boundary relations,
instead of Marshak’s somewhat arbitrary boundary condi-
tions. Also, when the mixed moment I; is included in the
solution scheme, somewhat more accurate predictions would
be expected.
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APPENDIX

In this appendix, the functions A and the coefficients B of
the governing equations of the P, approximation are given,
They are

_ 1 B
S L e Rl

1 B, 2
+ I:Frr_BOFzz +B() —";' P,_ <2 2 +7TO>133

— 2B, + BsI' 113 (A1)
_ 3 1 1
Az(/’, Z‘)=[?I‘,,+—5— FZZ+B8TFr
B, 1
()
1 B,
- [134112Z +By —T, -2 7]133
2
- [Born B =T 1y (A2
_ 1 3 1 7
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_B4[Frr+_"§—l1r:|lllmB5 I:Prz+7r|z:|113 (A3)
2 2 1
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2 i
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where
o = wg/(l-wg), By = (Ta/5), B, = (3/5+By),
B, = 3+8y), By = (6+5By), Bs = (1+By),
Bs = (6+4B), Bs = (2+B;), B; = (12+7By),
By = (26/5+3B,), By = (5+3B,), B = (6/5+B,)
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Free Convection in a Two-
Dimensional Porous Loop

L. Rebillard A study .is made of the natural convection in an annular porous layer having an
Mem. ASME isothermal inner boundary and its outer boundary subjected to a thermal
stratification arbitrarily oriented with respect to gravity. For such conditions, no

T. H. Nguyen symmetry can be expected for the flow and temperature fields with respect to the
vertical diameter and the whole circular region must be considered. Two-

dimensional steady-state solutions are sought by perturbation and numerical ap-

P. Vasseur proaches. Results obtained indicate that the circulating flow around the annulus

attains its maximum strength when the stratification is horizontal (heating from the
side). This circulating flow is responsible for an important heat exchange between
the porous layer and its external surroundings. The flow field is also characterized
by the presence of two convective cells near the inner boundary, giving rise to flow
reversal on this surface. When the maximum temperature on the outer boundary is
at the bottom of the cavity, the convective motion becomes potentially unstable; for
a Rayleigh number below 80, there exists a steady-state solution symmetrical with
respect to both vertical and horizontal axes; for a Rayleigh number above 80, an
unsteady periodic situation develops with the circulating flow alternating its
direction around the annulus.

Assoc. Mem. ASME

Génie civil,

Ecole Polytechnique,

Campus de I'Université de Montréal,
Montréal, Québec, Canada H3C 3A7

1 Introduction

thermal stratification. However, their perturbation solution is
limited to the case of stable vertical stratification for which a

Many studies have been conducted in the past on closed
loop thermosyphons. In particular Creveling et al. [1] have

studied experimentally and analytically the case of a vertical
toroidal loop, heated from below and maintained at a con-
stant temperature in the upper half. Some of their ex-
perimental results showed unsteadiness with the flow reversal.
A one-dimensional analytical approach was developed to
interpret the experimental results. Damerell and Schoenhals
[2] have reconsidered the same problem for various angular
positions of the heated and cooled sections. They have
reported the presence of velocity profiles with reverse flow
features in their experiments. More recently, Mertol et al. [3]
have formulated for the same problem a two-dimensional
model that neglects the radial velocity component. An ex-
tension of this work [4] describes the transient behavior of the
toroidal loop. Bau and Torrance [5] have studied ex-
perimentally, within the framework of a one-dimensional
model, the case of an open loop filled with a porous material.
In all past studies where the fluid was heated from below,
symmetry conditions were such that the circulating flow in the
loop could develop in either direction with essentially equal
probability.

The present study considers the two-dimensional free
convection taking place in a saturated porous layer of annular
shape with externally imposed temperatures on the bound-
aries. While the inner boundary is maintained at a constant
uniform temperature, a thermal stratification of arbitrary
orientation is imposed on the outer boundary. Consequently,
the symmetry hypothesis with respect to the vertical diameter
cannot be applied and the entire annular region must be
considered, allowing for the possibility of a net circulation
flow around the cavity. The main purpose of this study is to
determine steady-state solutions, whenever they exist, of the
flow and temperature fields for various imposed temperature
distributions on the outer boundary.

Singh and Elliott [6] have already considered the free
convection in a fluid contained between two horizontal
concentric cylinders with the outer boundary subjected to a

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January
17, 1985.
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symmetry exists with respect to the vertical diameter and for
which no circulating flow can develop.

2 Mathematical Model

The geometry of the problem is shown in Fig. 1. Inner and
outer boundaries with corresponding radii r;” and r,” do not
intersect and define a doubly connected region filled with a
saturated porous medium. In fact, owing to the absence of
corner effects, this particular geometry represents the most
attractive form of a doubly connected region to be considered
for free convection. While the inner boundary is maintained
at a uniform temperature 7;’, a temperature distribution of
the form

T, =T;" +AT cos (¢ —o¢,) )

is imposed on the outer boundary so that extrema in tem-
perature occur at opposite locations on this boundary, on a
diameter oriented at an angle ¢, (heating phase angle, [7])
with the gravity direction. The Darcy-Oberbeck-Boussinesq
approximations can be applied to the present problem. A

Te =T+ AT cos(d-g)

Fig. 1

Flow geometry and coordinate system
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discussion on the validity and the limits of those ap-
proximations is given in [8]. The governing equations are

VeV’ =0 (2)
K
V= p (peg—vp") ©)
oT’
0 57 +(PAAV V)T =k V2T’ “
pi=p, 1-6(T" -T;")] )

where g is the gravitational acceleration; V', p’, T', o', u,
and (oc), are the filtration velocity, pressure, temperature,
density, viscosity, and heat capacity of the fluid, respectively;
K is the permeability of the saturated porous medium; 8 is the
thermal expansion coefficient, and (pc), and k are the heat
capacity and the effective thermal conductivity of the porous
medium. By scaling time, length, velocity, temperature, and
pressure with (oc),ri2/k, r;", k/r;'(oc);, AT and (0c)/K/kp,
respectively, the following dimensionless equations can be

obtained
Ve¥V=0 ©)
R
V=2 Te_vp )
g
oT
— +(VeW)T=V2T 8)

ot

with Ra=KgfB(pc),r;' AT/vk being defined as an internal
Rayleigh number. The initial and boundary conditions for
temperature and velocity are

t<0: T=y=V,=V,=0
forlsr=Rand0<¢ <27 Oa)
t>0:. T=0;V,=0
forr=1land0<¢=<2r 9b)
T= cos (¢—¢,); V,=0
forr=Rand0<¢ <27 9¢)

where R=r,’/r;’ is the radius ratio of the annulus. It is
possible to eliminate the pressure term of equation (7) in the
usual way, i.e., by differentiating the equations of motion and
subtracting one from the other. By expressing V, and ¥, in
terms of the stream function

1y

Y (10a)
Ve=— Al (10b)
) or
equation (7) becomes
v 2y =RaL(T) 11)
where
V2=li(ri>+ia_2
ror\ or r? a¢?
and

cos¢p d
r ad¢

The boundary conditions (9b, ¢) for the velocity imply that
the stream function ¥ must be constant on each boundary

=y, r=1 0<o¢<2nw
Y=y, r=R 0<¢<2r

When ¥, is set to zero, ¥, corresponds to the circulating flow
around the annulus. Different y; lead to different solutions
for equations (8) and (11), one of which satisfies the original
Darcy-Oberbeck-Boussinesq equation (7). In fact, by in-
troducing the stream function, one has to keep in mind that
the derivatives of equation (7) are increased by one order and
that one more degree of freedom is introduced in the new
equation (11). The additional boundary condition required to
determine the solution is that of periodicity, i.e.,
Sf(o+2m)=f(¢) where f stands for any physical variable. In
particular, the pressure must be periodic (in the absence of a
pump). As a consequence, by integrating equation (7) along a
closed circular loop, we obtain

£( )=sin ¢i +
ar

(12)

0 : r=1
27 27
I‘:rSO V,do=< ~Ra rSO T sin ¢d¢ I<r<R (13)
—Ra R sin ¢, r=R

where T is the hydrodynamic circulation. More generally, I'
must be zero on any closed loop corresponding to an
isotherm. Hence, there ought to be a flow reversal on such a
loop, except for the trivial case where the tangential velocity is
zero everywhere.

Nomenclature
p = dynamic viscosity of fluid,
ravitational accelerati kgm s~
g fn o eleration, T = dimensionless temper- y = Ilggl;:{nlatlc viscosity of fluid,
K = permeability of the porous ature=(T" -7;")/AT = density of fluid, kg m 3
medium, m? AT = half the temperature dif- ( c)p = specific heat ’capacity of
k = thermal conductivity of the ference between_ the hottest pey fluid. Tm -3 K-
saturated porous medium, and coldest points on the (00), = heat,capacity of saturated
Js7'm~!IK~! boundary . ! porous medium, Jm =3 K-!
Nu = overall Nusselt number V = dimensionless velocity é = angular coordinate
defined by equations (29) =V (o), k . ¢ = dimensionless stream
and (30) V, = dimensionless v.elocny function = ¥ (pc) /K
p = dimensionless pressure compon‘ent in r direction . 4
=p'K(pc);/uk Vs = dimensionless  velocity  Superscripts
Q = local heat flux component in ¢ direction ’ = dimensional variable
r = dimensionless coordinate : o = thermal diffusivity of the * = pure conduction
=r'/r saturated porous medium, — = average value
R = radiusratio=r,’/r;’ m?s~!
Ra = internal Rayleigh number B8 = thermal expansion coef- Subscripts
t = dimensionless time ficient, K~ L . i = value on inner cylinder
=t"k/r;"*(pc), I' = hydrodynamic circulation o = value on outer cylinder
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Equations (8) and (11), together with the boundary con-
ditions (9), (12), and (13), completely determine the solution
of the problem in terms of the Rayleigh number Ra, the radius
ratio R, and the angle of stratification ¢,.

3  Methods of Solution

At low Rayleigh numbers, perturbation solutions, with the
pure conduction temperature field as a starting point, may be
used to obtain approximations of the flow and temperature
fields. At higher Rayleigh numbers, solutions of the gov-
erning equations require a numerical approach.

3.1 Perturbation Approach. We attempt to solve the
steady-state form of equations (8) and (11) subject to con-
ditions (9) and (12) by expansions in powers of Ra. For the
solution we assume the form

Y=Y, Ra"y,(r, ¢)

(14)
n=0
T= ), Ra"T,(r, ¢) (15)
n=0
It can be easily shown that
T,= 1 (r—r=") cos (¢—¢,) (16a)
¥, =0 (16b)

Thus the expansion is about the pure conduction state.
Substitution of equations (14) and (15) into equations (8) and
(11) and collection of like power terms yields, for n=1, a
sequence of linear equations for successive ¥, and 7,,, i.e.,

VY, = Ra(smd) +cos ¢ ¢> o (17)
ay, 8 ay o
2 & A :
V2T, = ,X%( e rR & ra¢>)T"" (18)

For the purpose of this study, a two-term expansion has
been obtained for the temperature and flow fields, such that:

T=T,+RaT,
and
\b = Rakbl + Ra2 \[/2

where

g (e ([ - s

2 2
| % ~ 3] sin @o-0,)] 19
Ty =layr+oaprt+as@r—rHnr
+oqr 3+ aysr¥]cos ¢
+[og r+agr U+ (agyr+agr~Dinr
+opsr3] sin (¢ —g,)
+ oy 73+ a3+ agr T+ asgr] cos Bo— o) (20)

and
Yo =817 +Bi2r*In r+By3(In 1)? + B14r*] cos ¢,
+[By 2 + B2 + oy +Boyln r+fosr?n 1

+By6r ~2In r+By;r*] sin 2¢
+[By1 7% + Byar ™2 + By3 + Bayln 7

+B357%1n r4 B3srtlcos 2¢— ¢,)

+Byyr? +Bipr ™2 + By + Baar?

+ B45r2In 7] sin 2¢—2¢,)
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+[Bsyr* + Bspr 4 + Bsy + Bsai?
+ 8557~ 2]sin (4p—2¢,) + Bg) + Bealn r 21

Coefficients «; and 3, are rather lengthy expressions of R
and ¢, and are not written explicitly here. Readers interested
in those coefficients are invited to write to the authors.

3.2 Numerical Approach. Finite-difference techniques
with regular mesh size (18 X 36) were used in the numerical
approach to discretize the entire annulus. The Poisson
equation (11) was solved by the method of successive
overrelaxation. The energy equation, in its time-dependent
form (8), was solved by an alternating direction implicit
method. Central differences were used in the numerical
formulation of the advective terms.

¥; must be corrected at each time step in order for condition
(13) to be satisfied. An alternative to condition (13) consists in
establishing a corrected flow from the first moment

R p2rw R 2%

gl SO riVdrde = ——RaS1 So r2T sin ¢drdéd 22)
Equation (22) expresses the torque equilibrium with respect to
the geometric center between the gravity forces arising from
density differences and the viscous forces encountered by the
fluid moving through the porous medium. Equation (22) must
be satisfied at each time step. Otherwise a compensating flow
Ay; around the annulus must be introduced. Assuming a
uniform velocity AV, in r and ¢ directions for this flow leads
to the following estimate

R p27
Ay = — )Sl SO r2(V, +RaT sin ¢)drds (23)

3 ( 1
2\R?+R+1
Thus equation (23) provides a way to adjust the value of y;
until (22) is satisfied. For fast convergence to the steady-state
solution, it was found sufficient to correct y; through
equation (23) just once at each time step. The steady state was
defined based on the following criteria

] |n+| AL
‘/’ max ‘/’ max <10~ 3

W It
where 7 refers to the time step.

The numerical approach was tested to reproduce standard
cases in the literature for which symmetry conditions are
assumed and a half cavity is considered. For instance the
Nusselt numbers obtained from the present method
correspond within 3 percent to the values mentioned in
Caltagirone’s paper [9]. A more detailed comparison between
the results of the present numerical approach and those of
Caltagirone can be found in [10].

4 Results and Discussion

4.1 Temperature and Flow Fields. On Fig. 2 are shown
the steady-state flow and temperature fields obtained
numerically for different heating phase angles ¢, between 0
and w. At ¢,=0 and =, the streamlines and isotherms are
observed to be symmetrical with respect to the vertical and
horizontal diameter. These symmetry characteristics arise
from the fact that the governing equations (8) and (11),
together with the boundary conditions (9b), become invariant
under the transformations

(r’ ¢: T) ¢_'ra _¢’ Tr '—‘//) (24(1)
(r! ¢’ T7 ‘lb_'r: 7l'—¢, _T3 _\[/) (24b)

Identical results to Figs. 2(a) and 2(f) may be obtained from
a numerical approach involving the half cavity [11], since the
circulating flow y; is zero for those two figures. For ¢, =0,
the upper half of the outer cylinder is relatively hotter than the
inner cylinder while its lower half is relatively colder. Con-
sequently the fluid will rise along the upper half of the outer
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Fig.2(a) ¥; =0; ¥Ymax = 1.35; Y min = ~1.35; ¢4 =0

Fig. 2(d) ;= —11.34; Y max =0; ¥min = — 12,15, ¢, = 72

Fig.2(b) ;= — 0.87; ¥pax = 0.58; Ymin = — 2.16; ¢ = 7/32

Fig. 2(€) ;=580 Ymax =1.08; ¥ min = — 7.38; ¢ =31 /32

Fig.2(c) ;= —3.43Ymax =0; ¥min = — 4.58; ¢ = 7/8

Fig.2(h ;i =0;¢¥max =3.7% ¥ min = =379 ¢p ==

Fig. 2 Flow and temperature field for different values of ¢,, obtained
from numerical results (Ra=60 and R=2)

cylinder and descend along its lower half. This convective
motion straightens the isotherms and tends to establish a
stable vertical stratification, except in the vicinity of the
boundaries.

At ¢, =, the thermal stratification is potentially unstable
and the problem becomes much more complicated. As
mentioned in {11], there exist three convective regimes,
namely, quadricellular, multicellular, and oscillating. For
0 <Ra <40, the steady-state solution consists of four mirror
image cells in the whole cavity. In fact the fluid motion as well
as its effects on the temperature distribution are opposite to
the previous case of stable configuration (¢,=0). For
40 <Ra <80 there still exists a steady fluid motion but ad-
ditional symmetric vortices are created above and below the
horizontal axis (Fig. 2f). The appearance of these additional
cells was found to be unaffected by refining the mesh size.
Their occurrence must be related to the particular distortion
produced on the isotherms by the main flow: It is seen in Fig.
2(f) that the horizontal temperature gradient changes its sign
somewhere between the inner and the outer boundary. Such a
behavior promotes the formation of these additional cells.
For Ra >80, no steady-state solution can be reached but a
periodic time-dependent flow regime occurs with a circulating
flow y; reversing its direction. Such a threshold in the
Rayleigh number beyond which there can be no more steady
flow is not limited to ¢, = . In fact potential instability (cold
fluid above hot fluid) exists for ¢,>w/2. However this
threshold reaches its minimum value at this particular angle.
A thorough study of the oscillating regime is beyond the.scope
of the present work and will be treated in a subsequent article.

280/ Vol. 108, MAY 1286

The presence of a stability limit and the periodic flow
occurring above that limit are a strong incentive to relate the
present problem to previous works on toroidal ther-
mosyphons [1-4]. However, in an attempt to establish such
comparisons, one must remember that the present problem
deals with a saturated porous medium whereas the previous
studies treated a fluid medium. Also the geometry and the
thermal boundary conditions considered here are different. In
addition, the references cited above dealt with convection
regimes well above the threshold level beyond which there is a
circulating flow within the torus. In the present study, the
circulating flow obtained numerically was just above the
threshold (Ra=280) and its nature was found to be strongly
dependent on the imposed thermal boundary conditions. For
instance, adiabatic rather than isothermal boundary con-
ditions were found to produce a steady-state circulating flow.

The sequence of Figs. 2(b) to 2(e) shows how the circulating
flow develops when ¢, is increased from zero to w. For all
these figures, the symmetry with respect to both horizontal
and vertical diameters diameters has disappeared. There
remains a symmetry with respect to the center, or cen-
trosymmetry, for the set of streamlines and isotherms, in
agreement with the invariance property of equations (8) and
(11) together with the boundary condition (9), that exists for
any ¢,, under the transformation '

T(r) ¢)=—T(r1 ¢+7l')
Y, @)=y(r, o+m)

In Fig. 2(b), the flow pattern contains two vortices

(254a)
(25D)
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responsible for flow reversal on the outer boundary. Beyond a
critical value ¢, of the heating phase angle, these vortices
disappear (Figs. 2¢ and 2d). The term ¢, for the pure con-
duction regime may be determined from the first-order
perturbation solution. From equation (19) the velocities along
the inner and outer boundaries may be deduced to be

R Raj/R?-1 .
Ve®)=" a1 2 [( R ) sin g,
1 /R -1 .
+ ® (1_?7?1) sin (2¢—¢0)] (26a)
R R
Vo)== s = sin 28— 6,) (26b)

It follows from equation (26a) that flow reversal near the
outer boundary exists only when the following condition

sin ¢, <1/(R*+1) 7N
is satisfied. On the other hand, for any single angle ¢, it is
seen from (26b) that the flow direction near the inner
boundary must reverse twice from ¢ =0 to w. Thus the main
circulating flow around the annulus must always contain two
primary cells of opposite location near the inner boundary
and this characteristic of the flow field is preserved for any
aspect ratio.

According to equation (27), the flow reversal near the outer
boundary should reappear when ¢, approaches w. More
generally from equation (19) it can be readily verified that
symmetrical results with respect to the horizontal diameter are
obtained when ¢, is replaced by (7—¢,). The two vortices
creating the flow reversal on the outer boundary have
reappeared in Fig. 2(e). However, important asymmetry
effects are evident when comparison is made between this last
flow pattern and the one in Fig. 2(b). Asymmetry arises from
higher-order interaction between the velocity and temperature
fields. It is worth mentioning at this point that similar flow
reversals with recirculation cells have been experimentally
observed [2, 12] in the three-dimensional case of a toroidal
thermosyphon. For the present problem and its specific
thermal boundary conditions, the occurrence of the flow
reversals with recirculation cells is due to conditions (13)
imposed on the circulation and the resulting inequality (27).

Although a detailed numerical study of the radius ratio R
has not been made, it must be pointed out that the recir-
culation cells are a fundamental feature of the present
problem. For instance, as evidenced by equation (26b) ob-
tained from the perturbation approach, the inner cells do exist
for any ¢,, independently of the value of R. A few numerical
tests undertaken within the framework of the present study
(not presented here) confirm that fact.

The circulating flow ¥;, a function of the heating phase
angle ¢, and the Rayleigh number, is shown in Figs. 3(a-c).
The numerical and analytical predictions for a Rayleigh
number of 10 may be compared in Fig. 3(@). It can be seen in
this figure that the addition of the second-order effect
reproduces quite well the asymmetry with respect to #/2,
observed in the numerical results. However, as shown in Fig.
3(b), where the circulating flow for ¢,=7/2 is given as a
function of Ra, discrepancies between numerical and
analytical results develop rapidly when Ra is increased. This
condition is due to the natural, inherent limitation of the
perturbation technique. Numerical results for the circulating
flow, up to Ra =200, are given in Fig. 3(c). It is seen that the
circulating flow, at any fixed angle ¢,, remains strongly
dependent of Ra. It is also noticed that the distortion from the
sinusoidal shape of the conduction regime in Fig. 3(a) is
amplified at higher Ra. As mentioned earlier, above Ra= 80,
an oscillating regime characterizes the flow when ¢, is in the
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Fig.3 Circulating flow around the cavity

neighborhood of w; hence the curves corresponding to
Ra =100 and 200 do not extend to =.

Figure 3 presents steady-state flows below the threshold
level for oscillations. In particular, for ¢, = w and 0 <Ra <80,
the fluid motion is generated by the horizontal temperature
gradients originating from the imposed thermal boundary
conditions; the potential instability, i.e., the cold fluid above
the hot fluid, is insufficient to destroy the symmetry observed
in Fig. 2(/) and to induce a circulating flow. Consequently,
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Fig. 4 Heat transfer through the outer boundary from numerical
results

for Ra <80, the maximum value of the circulating flow has to
be produced by ‘‘side heating.”’

4.2 Heat Transfer. Some quantities of interest are the
dimensionless local heat fluxes through the inner and outer
boundaries, defined respectively as

aT

Q=5 _ 280)
oT

Q=5 |_, (280)

Q,, corresponding to Ra=60 and to ¢=0, n/2, and , is
given in Figs. 4(a) and 4(b). The choice of the abscissa
facilitates the comparison with the pure conduction curve.
The circulating flow is zero for a heating phase angle of 0 and
w. Corresponding Q, curves are symmetrical with respect to
the vertical diameter and antisymmetrical with respect to the
horizontal diameter, in agreement with relationships (244, b).
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The presence of a circulating flow different from zero, for
¢, = /2, is seen to enhance the local heat flux.

As a consequence of the centrosymmetrical behavior, the
integration of Q; and Q, over the inner and outer boundary,
respectively, must be zero, which means that there is no net
heat transfer at both inner and outer boundaries. Each curve
in Fig. 4(a) fulfills that condition, including the one
corresponding to ¢, =7/2. In fact, for any value of ¢,, the
net heat flux integrated over each of the two circular bound-
aries is zero. Nevertheless it is possible to introduce overall
Nusselt numbers of the form

Nu; = ! SZW or do (29

4= 4aNux; Jo | ar lr=1 %)

N ——1 SZW or Rd¢ (296

Ho= 47Nu+, Jo | or lr=r )

where

Nux* = ! §27r 97, do=0.8488 (30

i~ 2xdo ar ir=t e %)

1 27 aT,

N =—S ° Rd$=1.0610 30
o= | o ek (] (30b)

are the overall Nusselt numbers for pure conduction. The
terms Nu, and Nu, are related to the heat exchange between
the porous medium and its surroundings. They are equal to
twice the net inflow (or twice the net outflow) of heat through
the inner and outer boundaries respectively. In Fig. 4(b), Nu,
is given as a function of ¢, for different values of Ra. A
comparison of this figure with Fig. 3(c) shows the strong
correlation that exists between the circulating flow around the
cavity and the heat exchange with the exterior surroundings.
Owing to the presence of flow reversal near the inner
boundary for any ¢,, such a correlation becomes unclear for
the heat exchange with the interior surroundings. In fact
numerical results indicate that Nu; is maximum at ¢, =0.

5 Conclusion

The steady-state free convection in an annular porous
medium with nonuniform temperature distribution around
the outer boundary has been solved numerically and
analytically. The main conclusions drawn from the present
two-dimensional study are:

1 The existence of a strong circulating flow in the case of
side heating. This circulating flow is responsible for the high
rate of heat exchange with the exterior surroundings;

2 The existence of primary cells embedded in the cir-
culating flow, producing flow reversals on the inner bound-
ary. These primary cells exist for any angle of stratification
and may be inferred directly by evaluating the circulation on
the inner boundary from the Darcy-Oberbeck-Boussinesq
equation;

3 The existence of a relatively low critical Rayleigh
number (Ra~=80) above which the flow is changed from a
steady to an unsteady (periodic) regime for inverse
stratification. The oscillations involved are rather slow
(for Ra =100, the nondimensional time required for one cycle
is =~1.8) and there is a circulating flow around the cavity
reversing its direction twice during one cycle;

4 The presence of primary cells in the flow field
demonstrates the incompatibility between a one-dimensional
approach and the present problem. However there exist, for
the same geometry, specific thermal boundary conditions for
which the stream function, as established from the first-order
perturbation approach, becomes independent of the angular
coordinate.
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A numerical study of buoyancy-driven two-dimensional convection in a fluid-
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to the wavenumber selection problem is sought through a criterion based on the
Glansdorff and Prigogine theory of nonequilibrium thermodynamics. Good agree-
ment with laboratory data and the analogy with the Rayleigh-Bénard problem qre
corroborative facts which justify similar non-Darcian formulations and demonstrate

the role of the quadratic inertial terms in decreasing the mean convective hegt
transfer across the layer.

1 Introduction

Based on the concept of bulk (average) flow quantities, con-
tinuum mechanics models for single-phase flow in fully
saturated porous media are not well developed except for slow
filtration in isothermal fields. For high flow rates, the
hydraulic gradient is found to be a quadratic function of the

filtration flux and this observation has led to
phenomenological extensions of the Darcian law, cf. Forch-
heimer [1] and Ergun [2]. Wooding [3] simply introduced the
convective inertial term in Darcy’s law but we may note in
passing that such a formulation fails to account for the
quadratic drag in unidirectional flows. Suggesting that the
deviation from Darcy’s law can be attributed to inertial drag
on the fluid filtering through the tortuous porous matrix, Ir-
may [4] incorporated Forchheimer’s quadratic term and the
time derivative term to obtain the motion equation postulated
earlier by Polubarinova-Kochina [5]. Choudhary et al. [6] sup-
ported the vectorial form of Forchheimer’s motion equation
with the convective inertial term included, but the role of the
latter was proven to be negligible.

Vafai and Tien [7] utilized the local volume-averaging
technique and the semi-empirical models mentioned above to
formulate a two-dimensional momentum equation which
would complement the empirical energy conservation equa-
tion. Brinkman’s extension was also used but its validity in
conjunction with the no-slip condition at the porous
medium-solid boundary interface still remains unjustified.
Chan et al. [8] showed numerically that Brinkman’s term,
which was used by Katto and Masuoka [9] for ‘‘convenience,”’
has a negligible effect on the convective heat transfer across a
two-dimensional porous enclosure for (physically) reasonable
values of Da. Tong and Subramanian [10] did a boundary
layer analysis for the same vertical enclosure heated from the
side and demonstrated that the deviation (in Nusselt number)
from the Darcian results is less than 4 percent only when the
product of the porous Rayleigh number and Darcy number
(based on the enclosure width) divided by the aspect ratio of
the box (height/width) is less than 103, Other boundary layer
analyses using non-Darcian formulations have been reported
for free convection, c¢f. Plumb and Huenefeld [11] and Bejan
and Poulikakos [12] (inertia effects), and forced convection,
cf. Vafai and Tien [7] (boundary and inertia effects). In order
to study both of the latter effects in a simple configuration,
free convection in a vertical infinite two-dimensional porous
slot has been analyzed by the present authors, cf. [13]. In all
the above studies, the non-Darcian effects were proven to
become more significant as the convection rate increases.

In horizontally unbounded porous layers confined between
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HeaT TRANSFER. Manuscript received by the Heat Transfer Division February
25, 1985, Paper No. 84-HT-115.

284/Vol. 108, MAY 1986

two impermeable walls and heated isothermally from below,
the onset of convection is marked by the following critical
values, cf. Lapwood [14]

Rafit =472, o“it=q 1

Katto and Masuoka [9] showed that the Darcian limit for the
first bifurcation point given by equation (1) is essentially
reached when Da < 103, a result that cannot be influenced by
the quadratic term in the motion equation. Straus [15] used a
Galerkin technique to find the finite amplitude steady solu-
tions of the two-dimensional Darcy-Bénard problem and
employed a maximum heat transfer criterion to select the
wavenumber. He developed the stability envelope (in the form
of a balloon that delineates the Ra,,~« space where two-
dimensional rolls can exist) and predicted a monotonic in-
crease of the wavenumber with the Rayleigh number. His heat
transfer predictions fall within the range of experimental data
and between the predictions of Gupta and Joseph [16] and
those of Combarnous [17]. The same problem was addressed
by Somerton et al. [18], who employed the Brinkman-Dar-
cy-Boussinesq formulation with arguments from the ther-
modynamic theory of Glansdorff and Prigogine [19]. They
predicted a monotonic decrease of the preferred wavenumber
with the Rayleigh number. As far as the mode of steady con-
vection is concerned, in contrast to the two-dimensional rolls
observed by Caltagirone et al. [20], who used a thin slotlike
convection cell, observations in slablike boxes reveal steady
polyhedral (hexagonal) cells between the first two bifurcation
points, the second bifurcation marking the onset of fluc-
tuating convection, c¢f. Combarnous and Bories [21]. Straus
and Schubert [22] suggested that of the steady two-
dimensional or three-dimensional convection states possible,
when the wavenumber lies within Straus’ [15] balloon, the
two-dimensional mode is ‘“‘probably preferred.”’ Outside that
balloon, the motion in an infinite porous slab is necessarily
three dimensional. However, as proven by Schubert and
Straus [23], the transition from two-dimensional steady to
two-dimensional oscillatory mode is impossible for the infinite
layer.

In his review article, Cheng [24] presented a compilation of
experimental heat transfer results for convection in horizontal
porous layers. In his summary plot of the Nusselt number ver-
sus the porous Rayleigh number (Fig. 37 in [24]), one can see a
large spread in the data. It is obvious to many researchers that
more physics has to be included in the model to account for
this scatter. Combarnous and Bories [25] implemented a two-
energy equation model and assumed a finite heat transfer
coefficient between the solid and fluid phases. Somerton [26]
isolated some weaknesses of the above formulation and
showed that the Nusselt number experimental values increase
with a modified porous Prandtl number. Unfortunately in his
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formulation, the momentum equation is rather unrealistic
since the vector corresponding to Forchheimer’s quadratic
term is not parallel to the filtration velocity vector. Prasad et
al. [27] employed an “‘effective’’ medium thermal conductivi-
ty that depends on Ra,,, in order to reduce the scatter of the
heat transfer results for porous enclosures but neglected the
quadratic term in favor of the convective inertia term. In an
experimental investigation of convection in boxes heated from
the side, Seki et al. [28] suggested that the divergence in the
data is an explicit effect of the porous medium Prandtl
number and gave a correlation of the form

Nu=CRa/, Pr? )

The constant C in equation (2) depends on the aspect ratio of
the box and the exponents r, p are evaluated experimentally.
Jonsson [29] obtained heat transfer data for free convection in
porous cylindrical cells heated from below and reported a cor-
relation in the form of (2) but with a modified Prandtl number
(Pr » KC). The factor KC depends on the geometric
characteristics of the porous medium and the correlation
yields prediction with = 10 percent scatter, c¢f. Catton [30].

In the following, we present a numerical solution of a non-
Darcian model which accounts for the inertial (Forchheimer
term) and boundary effects (Brinkman extension). It is our ob-
jective to validate and explain such effects in the simplest
realization of the canonical porous Bénard problem. We
postulate that the scatter in the Nusselt number laboratory
data can be reduced by including the quadratic inertia terms in
the formulation. Although the -celebrated simplicity of the
Darcian formulation is lost, our mixed finite dif-
ference-pseudospectral scheme remains economical. Since
there are no lateral boundaries in the theoretical domain,
horizontal wavenumber selection is an additional complica-
tion to the problem that requires closure.

2 Formulation of the Governing Equations
For an incompressible infiltrating fluid, the (local average)
filtration velocity field is solenoidal

Veq=0 3

PORCUS
MATERIAL
— z
vT 9 / Te
l L S S ¥ \ O\ N ‘~ N
l "] ] I AT=Ty-Te
e, A v
2 | |
R I [ Y
& | A | Tw

Fig. 1 Two-dimensional convection cells inside the infinite porous
layer heated uniformly from below

macroscopic (physically) measurable properties of the flow,
cf. Georgiadis [31]

1 oq

e Ot o
where vy and & are assumed to remain constant everywhere in-
side the porous medium. Their values are given by Ergun [2]
for packed beds of bead diameter d and porosity ¢
_ d 2¢3 _ L75d
T150(1—€)? 7 150(1—¢)

Assuming local thermodynamic equilibrium between the

solid and liquid phases, c¢f. Wong and Dybbs [32], and that the
(saturated) medium is isotropic with respect to thermal con-
duction, we can adopt a local volume average energy equation

with an equivalent thermal conductivity &,,, ¢f. Combarnous
and Bories [21]

4

Y (%)

oT
(pC),,, T+(pc)fquT=ka2T 6)
In all the above, constant properties and the Boussinesq ap-
proximation have been tacitly assumed with the following
equation of state for the infiltrating fluid

p=p 1 =B(T—-T,)] M

We consider the flow field confined between two isothermal
impermeable walls of infinite horizontal extent (see Fig. 1).
Taking the temperature of the cold wall T, and the pressure of
the isothermal (static) field Py, as reference values, the

and the momentum equation can be written in terms of temperature and pressure fields can be expressed as
Nomenclature
a, = thermal diffusivity Nu = Nusselt number ) v = kinematic viscosity of in-
=k, /(pC)s P = average pressure of the in- filtrating fluid
Ag, A, = Fourier coefficients of the terstitial fluid p = fluid density
velocity amplitude, equa- Pr = Prandtl number $ = entropy production func-
tion (15) =wpC) /Ky, tional, equation (16)
b = inertial resistance coeffi- q = average filtration velocity w = inertial drag coeffi-
cient in equation (5), m Ra = Rayleigh number=gB AT cient = (Pr « KC)~!
B = volumetric thermal expan- « L3/ (vsa,,) Q = heat capacity ratio
sion coefficient of the fluid Ra,, = porous Rayleigh number = (p0)s/(p0),,
¢ = specific heat =Da - Ra
d = diameter of the beads in t = time Subscripts
the porous packed bed T = temperature C = cold
Da = Darcy number =-/L? AT = temperature difference f = fluid
g = gravitational acceleration =Ty—Tc ‘ H = hot
in tpe —z direction v, w = horlzontal, vertical veloc- k = kth order mode
k, = equivalent (stggpant) ther; ity components respective- m = porous medium
mal conductivity coeffi- ly, Elg.l _ 0 = horizontal average
cient, W/(mK) vy, z = horizontal, vertical Carte-
K = number of terms in the sian coordinates respec- Superscripts
truncated Fourier series ex- tively . .
pansion (13) a = dimensionless wavenumber = perturbation
KC = Kozeny-Carman inertial =2x/A, Fig. 1 crit = critical value
coefficient =v/(b L) ¥ = porous medium perme- .
L = thickness of the porous ability, m? Special symbols

layer, Fig. 1
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porosity

D = z derivative
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T=T.+T*, P=Pyy,+P* @®)

Using (7), the hydrostatic part of the pressure gradient in the
momentum equation (4) is canceled out by the uniform gravity
term in the buoyancy force. The momentum equation yields

1 oq v v v P*

b
- 4 — V- — q-BT*g———=—lqlg )
e ot € ¥ 0 Yy :

Introducing the following scales for nondimensionalization
time : L2/a length : L

m?
(10)
temperature : AT=T7,—T,, pressure: pra,,,/LZ

and suppressing any new notation, the two-dimensional
steady-state form of the governing equations (3), (6), and (9)
becomes

v ow

ay 0z (Ha)
1 ( v 321)> 1 aP* lal 11b)
(Y L -
e \ g2 dz2 Da d @laty (
: ( i aZW) Lvirar 22 gt
—_——— ) —Ww — =
€ ay? 972 Da a a9z wlalw (1o
2 T* PT* aT* + aT* (11d)
= v w
ay? 9z% ay 9z

with the following boundary conditions (no penetration, no
slip, and isothermal):

w=v=0,T*=0atz=1; w=v=0,T*=1latz=0 (12)

3 Method of Solution

We assume that the steady-state solution of the system of
equations (11) subject to (12) exhibits a horizontal periodicity
(two-dimensional rolls) at low values of Ra,, >Rag". Using
the discrete spectrum {o; } =ka withk=1,2, ... K, we form
a truncated Fourier series representation of the solution in the
functional space spanned by an orthonormal basis as follows

v(y,2) 0 U,(2) sin oy y
w(y,2) 0 LS
4 - 3 E wi(2) cos oy a3
k=1
Ty, 2) To(2) T(z) cos oy
P*(y,2) Py(z) P(2) cos oy

Preserving the primitive variable formulation of the problem,
we can eliminate the pressure between (1154, ¢). Then, by
substituting (13) into the resulting governing equations,
weighting with the appropriate basis and forming inner
products (integrating in the y direction over the convection
cell), we obtain the following weak formulation of the prob-
lem as a system of Galerkin O.D.E.’s

o v+Dw, =0 (14a)
Vo 1 2_ 2
- (D _ak)__]‘)‘a— (D* —ag)wy
~odRaTy, = — (e, Dff + o [F) (14b)
K .
DPy= —w Y, Aw, +RaT, (14¢)

k=1
w 1 1 1
P=— ff+— D3w —(—-—+—————>Dw (14
k oy /i €or k € ajDa k- (149)
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K
D2 TO = 2 D(wm Tm)
m=1
(D*~ 04/2() T, :fak

with the index k ranging through 1, 2, 3, . . . K.

In the system of equations given above, the velocity
amplitude | q! has been assumed to have a spectral representa-
tion of the same form and order as the velocity components

(14¢)

(141

1 X LS 2
7 lql=A,+ E Ay cos apy= [( E W, COS ozky>
2 k=1 k=1

K 2
+ ( E Uy sin (Xky) ]
k=1

The following functionals are also defined for k=1, 2,
3,...K

1)

(15)

- 1 <
f/l{ = \/EAOUk'}‘W E UnAmIl(k’ n, m)

nm=1

K

E wnAmIZ(ka n, m)

nym=1

1
\F2A0wk+ﬁ

i

]

ﬂ;DToWk

1 & n
+ﬁ E [7 DmenIl(n’ m, k)+W,,,DT"12(k, n, m):l

nm=1

and the following convolution products have been used

Il(ky n, m)
1, m=lk-nl
4o /o . .
=7S0 sin oy ysin o, ycos w,,ydy = -1, m=k+n
0, other
]Z(ky n, m)

1, m=lk—nli

4o 7/
:_T—SO COS oty COS ) COS @, ydy =

orm=k+n
0, other

Given the wavenumber « (and of course the direction of the
rotation in the roll), equations (14b, e, f) form a closed system
of nonlinear ordinary differential equations along with the
boundary conditions

Vp=w;=T,=0,atz=0,1; Ty=1latz=0,Ty=0atz=1

A standard iterative algorithm is used to solve the above
system of equations after approximating the nonlinear r.h.s.
of the equations with a Frechét-Taylor series expansion and
retaining only linear terms (Newton-Kantorovich quasi-
linearization). Due to the high storage requirement of the
matrix operator of the quasi-linearized system, we apply total
modal decomposition solving for each w,, T separately, cf.
McDonough and Catton [33]. The resulting 2K+ 1) O.D.E.’s
are coupled only through iterations. The terms that corre-
spond to the quadratic Forchheimer r.h.s. of (11b, ¢) are
evaluated first in the physical plane by (15) and transformed to
the spectral plane by using the discrete Fourier transform at
each iteration. Centered finite differences are used to approx-
imate the z-differential operators in the Galerkin O.D.E.s
(14).

The general problem is well posed only as an initial value
problem. In the absence of lateral walls that would remove the
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Fig. 2 Behavior of the thermodynamic functional and the inflection
criterion for the selection of the preferred wavenumbers

degeneracy of the steady state, we seek a criterion to determine
the most probable weavelength of convection. Although a
finite band of wavenumbers is realizable (stable) under dif-
ferent initial conditions, we postulate that only discrete values
occur for each supercritical Rayleigh number in direct analogy
to the Rayleigh-Bénard system.

Letting s denote the specific entropy of the fluid, we can use
[s—(q°q)/(2T;)] as a Liapunov function, cf. Glansdorff and
Prigogine [19]. The stability of the (stationary) convective
state is given by the following global stability criterion
(integration over the convection roll), cf. Georgiadis [31]

c
gBL

Denoting 67=T"* - T,, the mean heat transfer across the
layer, as expressed by the Nusselt number, can be written as
follows

P =

1
Ran—“—SO To(d2Ty/de?)dz=0  (16)
84

dT 0 /o 1
Nu= — 0()=ig S | v T*2dzdy
dz T Jo 0
7/ 1 dT 0 2
=—‘-"—S S (I——°(—) +|v5T|2)dzdy a7
T Jo 0 dz

Now we can integrate the relation (16) by parts and finally
reduce it to

w/a
B c

gBL
The functional above expresses the entropy production rate in
a single roll due to convective temperature fluctuations around
the mean temperature field 7,(z) and is always positive
definite after the onset of convection.

For constant Ra, considering infinitesimal fluctuations do
around the stable convective states (inside the balloon of
Straus [15]) characterized by the value of the wavenumber «,
we can associate {d®/da} to the ‘‘excess local potential’’ of
Glansdorff and Prigogine [19]. Consequently, the most prob-
able state is identified by the extremum of this potential,
namely

{3%®/3a? =0} at the preferred wavenumber

(18)

1
RaQS SO | voT|2dzdy

0

19

Within the limits of computational accuracy, we identified
certain features of the Nu=Nu(w), ®=®(a) curves with the
Ra,, number as a parameter (see Fig. 2). For low supercritical
Ra,, numbers, the functional & has a maximum whereas for
higher values of Ra the maximum moves toward lower values

Journal of Heat Transfer

of the wavenumber « that are not physically realizable. There
is a value of the wavenumber oy, that maximizes the heat
transfer across the layer, as expressed by the Nu number.
There are generally two inflection points on the ® = $(«) curve
for each supercritical Ra,, number. These correspond to a pair
of o, (Left) and «, (Right) wavenumbers which we identify
with the “‘preferred’’ wavenumbers according to the selection
criterion (19).

4 Numerical Results and Discussion

The following evaluation tests were performed on the code
via numerical computations. The convergence of the grid
functions and Nusselt number as the grid size decreases was
checked. An accuracy of 2 percent in the Nusselt number was
achieved with a uniform mesh of 50 grid points across the
layer thickness. The convergence rate of Newton-Kantorovich
iterations with respect to the max-norm pointwise error was
found to be close to linear due to the damping employed in the
iterations for the computation of T,, 7. A max-norm error
tolerance of 1073 was used to terminate the iterations. The
Fourier series convergence, and consequently the absolute and
uniform convergence of the expansion (13), was also verified.
A six-term approximation yielded negligible truncation error,
and therefore was used throughout the computation. The
power integral solution given in [21] was used as an initial
guess to start the Newton-Kantorovich iterations for some
value of Ra,, safely close to the critical value. Then for each
wavenumber ¢, the continuation mode enabled us to march up
in Ra,, in small increments so as to keep the number of itera-
tions below some economical value (less than 100).

Measured physical properties (e, v, k,,), and values of the
other parameters such as Pr and b estimated by means of
equation (5), were used as inputs to the numerical scheme that
models the porous Bénard problem. These systems correspond
to packed spherical particle beds used in the experimental
work of Jonsson [29]. They were selected so as to span a wide
range of values of w= (KC+Pr)~!, and to have data available
for comparison with our calculation. Numerical solutions to
the thermohydrodynamic field were obtained for the three sets
of input data given in Table 1 which correspond to similar
packed beds (random packing Da~10"%, y~10"% m?)
saturated with oil or water. The Prandtl numbers (or w) vary
from a low (high) of Pr=10.58 (w ~ 300) as in steel-water, to a
high (low) of Pr=236.0 (w<0.7) as in the case of glass-oil (1
Stokes).

The heat transfer results for glass-water with Pr=4.5
(w~50) are plotted in Fig. 3 for the range 100<Ra,, <275,
along with the thermodynamic functional given by (16) and
the selected wavenumbers according to the inflection point
criterion (19). A dramatic decrease of the heat transfer, as ex-
pressed by the Nusselt versus wavenumber curve, is observed
for the high w case (steel-water) (see Fig. 3). Concerning the
physics of the roll-type convective flow in this case, there is a
smaller loss of kinetic energy in each period of circulation by
dissipation due to the Darcy and Brinkman terms. The larger
part of the kinetic energy is stored in the fluid of increased in-
ertia (flywheel effect) and consequently there is smaller release
of potential energy (by convection). This is analogous to the
“‘inertial’’ regime in the Rayleigh-Bénard convection. The in-
ertial effect is less explicit for the high Prandtl number (low w)
system since the Nu-o curve for each Ra,, differs very little
from the corresponding one for glass-water (moderate w). The
same type of asymptotic behavior of the Nusselt number has
also been observed in the Rayleigh-Bénard problem for Pr of
order one and higher. The Nu-« curves for the medium and
low w systems are very close to the predictions by Straus [15]
for Ra,, =200 (Darcian model, infinite Prandtl number). This
verifies numerical results that show that the existence of the
Brinkman term has a negligible effect on the mean heat
transfer for Da~ 10~3 and lower (this is the range for most
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Table 1

Thermophysical data for the porous packed beds

Glass-~oil Ra,, Dax 10° KCx10? w
65.4 0.955 0.59 0.718
Pr=236 107.4 1.13 0.642 0.66
d=6 mm 150 " . “
€=0.394 200 “ ” ”
v=3.67x10"8 m?2 225 .o “ ”
5=0.116 mm 250 ” ” ”
ky =0.6 W/(mK) 275 ” " "
Gilass-water Ra, Dax 10° KCx 102 w
Pr=4.5 100 0.9247 0.5 44.5
d=6 mm 150 0.5201 ” "
€=0.394 200 ” 0.43 51.5
¥=3.67x10"8% m? 225 ” “ ”
b=0.116 mm 250 ” “ “
k=11 W/(mK) 275 ” “ ”
Steel-water Ra,, Dax 10° KCx 10 w
80 0.642 0.168 1026
Pr=0.58 mm 100 1.194 0.73 236
d=4.8 mm 150 ” “ ”
€=0.393 200 0.568 0.5 344
y=1.91x10"% m? 225 ” “ "
b=0.092 mm 250 ” ” ”
k,,=8.6 W/(mK) 275 ” ” "
300 0.368 0.4 431

FUNCTIONAL @ (NOT IN SCALE)

INFLECTION POINTS {LEFT, RIGHT
WAVENUMBERS).

<. MAXIMUM HEAT TRANSFER (max Nu).
GLASS-WATER
— — — STEEL-WATER

} NUSSELT NUMBER

5.0 \/
il Ray, = 275
//’— NG
N |
4.5 e — 1 I——~< Rap, = 250
X @ gl ~
—

) Ray, = 225

NUSSELT NUMBER, Nu

7

WAVENUMBER, a

Fig. 3 Computed heat transfer versus wavenumber resulis for the
glass-water and steel-water packed beds; wavenumber selection for
glass-water

laboratory experiments and geothermal flows) for Ra,, <300,
in direct agreement with the criterion presented in [10], see
also [26]. For fixed w, higher values of Da (or permeability)
lower the Nusselt number and this can have a physical ex-
planation in terms of lowering the dissipation due to the Darcy
term; see discussion above.

The heat transfer data predicted according to the criterion
(19) are plotted against the corresponding laboratory
measurements by Jonsson [29] and also by Combarnous and
Bories [21] in Figs. 4(a, b, ¢). With the exception of glass-oil,
our closure criterion produced pairs of preferred
wavenumbers. The ad-hoc theory that supports it gives no in-
dication as to which of the two, «; or oy, is the wavenumber
that the system selects ‘‘naturally,”” or whether it selects any
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Fig. 4 Comparison of the Nusselt number predictions with laboratory
measurements: (a) glass-oil, (b) glass-water, and (c) steel-water

one at all. Our results indicate that the best agreement is ob-
tained by using the *‘Left’’ wavenumbers, which decrease
monotonically with the porous Rayleigh number. The similari-
ty with the Rayleigh-Bénard problem should be mentioned;
see data by Willis et al. [34]. We could not locate (numerically)
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Fig. 5 Wavenumber predictions for the two-dimensional porous
Bénard problem in a horizontally unbound domain

“Left’’ wavenumbers for values of Ra,, higher than 200, but
there is enough evidence, both analytical and experimental, to
support the existence of a different (fluctuating) mode of con-
vection in porous cavities above that Rayleigh number. The
onset of this different mode is marked by an abrupt change of
the slope of the Nu-Ra,, curves just below Ra,, =300 in the
data reported by Combarnous and Bories [21] (see Figs. 4a,
b).

The agreement between predicted and measured Nusselt
numbers by using w as a parameter and the absence of any
competing formulation of convective flow in porous media
with constant properties (easy to estimate or measure) lend
support to our postulate that the large-scale divergence of heat
transfer data reported by many investigators is primarily due
to inertia effects. Since w is the pertinent parameter, such ef-
fects can become important even for moderate porous Prandtl
numbers. For example, the Nusselt numbers for glass-water
with w=200 in Fig. 4(b) (obtained with small beads of low
permeability and high inertia resistance) are consistently lower
than the other measured glass-water data, although the
porous Prandt! number is almost the same (Pr ~4), and agree
with the high w (steel-water) data of Fig. 4(c). Our Nusselt
number predictions agree with the measured values by Com-
barnous and Bories [21] in Figs. 4(a, b) only as far as the trend
to decrease with increasing w is concerned. The manner in
which geometry enters into w makes much of the published
heat transfer data troublesome to use as most investigators
neglect to report the plate spacing for each data point or other
physical parameters of the laboratory packed beds.

Although the agreement is always better when the ‘‘Left’’
wavenumber «;, is used, the difference between Nu;-Nu, (if
any) is negligible in the high and middle Pr number cases. In
the case of low Pr number system (steel-water) however, it is
only the left wavenumber «; that produces the most favorable
results. By using the maximum-Nu criterion to select the
wavenumbers for each different system, we notice a definite
monotonic increase of the wavenumber « versus the Ra,, (see
Fig. 5) in analogy to similar trends in computations for the
classical Rayleigh~Bénard computations. Comparison with
measurements shows that the maximum heat transfer criterion
fails since it generally overpredicts the Nusselt number. The
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wavenumber predictions by Somerton et al. [18] using the
selection criterion {d?®/dRa%=0} are also presented in Fig.
5.

Our wavenumber predictions according to the criterion (19)
are plotted in Fig. 5, along with some measured values of « for
the steel-water system by Jonsson [29]. The latter were
estimated from pointwise temperature measurements inside
the cylindrical convection cell used and therefore their
measurement accuracy is contingent upon wall and curvature
effects. Although the deviations between predicted and
measured values for the ‘“‘preferred”’ wavenumbers are far
from being tolerable, the divergence of the measured values
serves as an indication of a possible multiplicity of
wavenumbers in porous convection, maybe in the form of
competing patterns. The predicted wavenumbers presented in
Fig. 5 exhibit the same qualitative feature as in the
Rayleigh-Bénard problem (cf. [34]): The lower (higher) the Pr
number (w), the more rapidly the wavenumber changes,
especially near the onset of convection.

5 Conclusion

The formulation of the motion equation (4) showed how
Darcy’s law can be extended in a buoyancy-driven flow to in-
clude the inertia effects whose relative importance is expressed
by the nondimensional parameter w=(b L)/(Pr %), provided
that the Darcy number is less than 103 and 472 < Ra,, < 300.
The inertia terms affect the free convective heat transfer in
much the same way as in the Rayleigh-Bénard problem; that
is, the lower the inertial drag coefficient w, the larger the
Nusselt number, until an asymptotic regime is reached where
Nu becomes insensitive to further decrease of w.

Although the (inflection point) wavenumber selection
criterion (19) is not conclusive, it remains operational since it
reproduces the divergence observed in the heat transfer results
when measured values of the thermophysical parameters of
the packed bed are used. Best agreement with the experimental
data of Jonsson [29] is found when the set of wavenumbers
monotonically decreasing with the Rayleigh number is
selected. However, due to the ad-hoc nature of the
wavenumber selection criterion, a point of major contention is
not resolved: the existence of uniqueness of a “‘preferred”’
value of the horizontal wavenumber,
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Natural Convection Heat Transfer
From a Horizontal Cylinder
Between Vertical Confining
Adiabatic Walls

This paper reports an experimental study of natural convection heat transfer from a
horizontal isothermal cylinder between vertical adiabatic walls. Some of the in-
dustrial applications of this problem are cooling and casing design of electronic
equipment, nuclear reactor safety, and heat extraction from solar thermal storage
devices. Heat transfer from 3.81 cm and 2.54 cm diameter cylinders was determined
by measuring the electric power supplied to the heater, which was placed inside the
cylinders, and correcting for radiation and end losses. Average Nusselt numbers
were determined for a Rayleigh number range of 2 X 10° to 3 x 10° and wall
spacing to cylinder diameter ratios of 1.5, 2, 3, 4, 6, 8, 10, 12, and o, It was found
that the confinement of a heated horizontal cylinder by adiabatic walls enhances the
heat transfer from the cylinder continuously. This effect is more pronounced at low
Rayleigh numbers. A maximum relative enhancement of 45 percent was obtained
over the range of experimental conditions studied. Schiieren and flow visualization
studies were conducted at selected values of Rayleigh number and wall spacing to
cylinder diameter ratios to further explain the heat transfer characteristics and the
associated flow physics of the present problem.
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Introduction

plain the heat transfer characteristics of the present problem
and the associated fluid flow behavior, Schlieren and flow

Natural convection heat transfer from isothermal
horizontal cylinders between confining walls has many

practical applications. Cooling and casing design of electronic
equipment, nuclear reactor safety devices, ocean thermal
energy conversion, and heat extraction for solar thermal
storage devices are some examples of the applications of this
problem. Despite its importance, this problem has attracted
little attention up to now, even though natural convection
heat transfer from an unconfined horizontal cylinder has been
extensively investigated in the past. Buoyancy-induced
convection mechanisms become more complex when there are
interactions of the flow with solid boundaries, obstructions,
or enclosures. In the present configuration, that of a heated
cylinder in a two-dimensional channel whose walls are
adiabatic, the heated cylinder provides buoyancy to the fluid
in the channel and, in effect, acts as a pump. This establishes
a directed flow far upstream of the heated cylinder. The
problem is considerably more complicated than that of a
cylinder in an infinite medium.

An experimental investigation designed to systematically
study the influence of confinement of the flow on heat
transfer characteristics was performed and the results are
reported in the present paper. A schematic of the problem
studied can be found in Fig. 1. A horizontal heated cylinder
was placed midway between two vertical insulated walls. The
cylinder was maintained at a uniform surface temperature.
Average Nusselt numbers were measured as a function of
Rayleigh number Ra and wall spacing to cylinder diameter
ratio W/D. From these measurements the qualitative and
quantitative influence of such confinement on heat transfer
were deduced. As will be seen, heat transfer is found to be
enhanced by confinement over the range of parameters
studied. These studies were conducted at wall spacing to
cylinder diameter ratios of 1.5, 2, 3,4, 6, 8, 10, 12, and o and
for a Rayleigh number range of 2 X 10% to 3 x 10°. To ex-
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visualization studies were also conducted.

Background

When a horizontal heated cylinder is placed between
abiabatic vertical walls the Nusselt number will be a function
of both Rayleigh number and wall spacing to cylinder
diameter ratio W/D. In contrast, when such a cylinder is
placed in an unbounded fluid the Nusselt number is only a
function of Rayleigh number. The purpose of this study was
to quantify the effect of such confinement on heat transfer
and qualitatively study the temperature and flow fields near
the cylinder.

The natural convection heat transfer from a horizontal

Fig. 1

Schematic of the problem
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isothermal cylinder in an infinite medium has been studied
extensively. There is an abundance of experimental data
extending over a wide range of Rayleigh numbers. Empirical
correlations as well as numerical solutions of this problem are
also available. Besides their own correlations for their ex-
perimental data, Fand et al. [1] and Fand and Brucker [2] give
an extensive survey of published work on this subject through
1983. Sparrow {3] has found that the empirical correlations of
Morgan [4], Raithby and Holland [5], and Fand [1] correlate
all the available data equally well. Churchill and Chu [6]
proposed a more recent correlation for a wide range of
Rayleigh number (laminar and turbulent). However, the
correlation of Churchill and Chu [6] lies consistently below
the data on which their correlation is based for the range of
Rayleigh numbers studied here. This correlation also fell
below data for the natural convection from a free cylinder
obtained as part of this study.

The available data of heat transfer from a horizontal
isothermal cylinder between confining walls are very sparse.
Limited experimental data have been obtained by Marsters
[71, and Marsters and Paulus [8] for a single cylinder and an
array of cylinders between confining walls, respectively.
Farouk and Guceri [9] have performed a numerical study of
heat transfer from a single cylinder between confining walls
by employing a vorticity-stream function formulation.
Farouk and Guceri [9] have predicted the existence of an
optimum separation of the walls for maximum heat transfer.
They assert that this optimum spacing depends upon the
Rayleigh number. Farouk and Guceri [9] have also asserted
that at low Rayleigh numbers where the boundary layer is
thick, wall spacing has a more significant effect upon heat
transfer characteristics than at high Rayleigh numbers where
the boundary layer is thin. Sparrow and Pfiel [10], on the
other hand, have recently suggested that there is no optimal
wall spacing and that heat transfer increases with greater
confinement. They also suggested that the heat transfer
characteristics are, in addition, functions of the parameter
H/D (see Fig. 1).

Experimental Apparatus

The apparatus consisted of a cylinder mounted horizontally
between insulated vertical walls. Two cylinders of different

diameters were used to obtain a wide range of Rayleigh
number. This was necessary because, for a given cylinder,
there are large uncertainties associated with heat transfer
measurements when {7, — T,) is small (below 1.5°C) for the
instrumentation used in this study. It should be noted that, for
a given cylinder diameter, Rayleigh number does not increase
monotonically with cylinder surface temperature at at-
mospheric pressure. For a given cylinder diameter in air at
atmospheric pressure, the Rayleigh number increases to a
maximum and then decreases with increasing temperature
difference (T, — T.). One can easily understand why this
happens by considering the definition of Rayleigh number.
The fluid properties, such as kinematic viscosity, the coef-
ficient of thermal expansion, and Prandtl number, are
evaluated at the film temperature 7, = (7T, + T.)/2. In
particular, the kinematic viscosity squared increases rapidly
with increasing film temperature and eventually increases at a
faster rate than the numerator in the definition of Rayleigh
number. The maximum Rayleigh number for these ex-
periments occurred when (7, — T,,) was about 140°C.

The restrictions described above limited to range of
Rayleigh number in these experiments to between 2 x 10% and
3 X 10°. The larger cylinder was made of 0.64-cm wall
aluminum tube with an outside diameter of 3.81 cm. The
smaller cylinder was made of 0.32-cm wall aluminum tube
with an outside diameter of 2.54 c¢cm. The length of the
cylinders was chosen such that L/D was large and the induced
flow was largely two dimensional. The lengths of the cylinders
were 66 cm. Inside each tube was a 61-cm-long electrical
cartridge heater with 1.59-cm diameter for the larger cylinder
and 0.95-cm diameter for the smaller cylinder. The cartridge
heaters were supported concentric with the tube using two
copper sleeves at both ends (Fig. 2a). The space between the
tube and the heater was filled with fine-grade sand. The
cylinders were highly polished using car wax (polishing and
buffing compound). :

To minimize end losses, transite end caps were fabricated
and attached to each end of the cylinders. For the larger
cylinder, the end caps were 2.54 cm long and had a diameter
of 3.81 cm. For the smaller cylinder, the end caps were 3.81
cm long with a diameter of 2.54 cm. The thermal conductivity
of the end caps was 0.649 W/m°C.

Using a sufficiently thick-walled aluminum tube in con-

Nomenclature
A = surface area of the cylinder m = index in the power law x = distance measured along
B = coefficient in equation (10) least-square fit, equation the axis of the cylinder
C = coefficient in the power law ) z = vertical distance measured
least-square fit, equation Nu = average Nusselt number = from the bottom of the
¢ hD/k, walls
D = diameter of the cylinder Pr = Prandtl number B = volume coefficient of
E,F = coefficients in equation (10) QO = heat transfer rate expansion of air = 1/7
g = acceleration of gravity = Ra = Rayleigh number = e = total normal emissivity
9.8 m/s? B, (T, — T, )D*Pr/v? # = nondimensionalized adia-
H = total height of the walls t = thickness of vertical walls batic wall temperature =
H, = height from the cylinder T = temperature (T (2) —To) /(T —Ts)
center to the top of the T, = film temperature = v = kinematic viscosity
walls (T5+Tx)/2 o = Stefan-Boltzmann constant
H, = height from the cylinder T, = cylinder surface tem- = 5.669 x 10~ W/m2K*
center to the bottom of the perature Y* = nondimensionalized stream
_ walls T* = nondimensional tem- function, see [9]
h = average heat transfer co- perature = (T—T,)/
efficient for the cylinder (T,—T.) .
h, = heat transfer coefficient for T,, = outside surface temperature Subscripts
the outside surface of the of the vertical walls a = air
adiabatic walls T,.(z) = inside surface temperature end = end caps
k = thermal conductivity of the vertical walls s = cylinder surface
L = length of the cylinder W = wall spacing o = ambient
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Fig. 2 Internal arrangement of the 3.81-cm.dia cylinder and ther-
mocouple locations

junction with this particular design provided a cylinder with a
constant and uniform surface temperature distribution.
Eleven type T (copper-constantan) thermocouples were
embedded just below the surface of the cylinder (see Fig. 2a)
to monitor the surface temperature distribution of the
cylinder. Measurements confirmed the uniformity of surface
temperature distribution of the cylinder. The thermocouples
were placed at various locations axially and circumferentially
along the cylinder (see Figs. 26 and 2¢). Two thermocouples,
separated by a distance of 1.27 cm, were positioned centrally
within each of the end caps to determine end losses. An
Omega Digicator (model 410-B-T, 0.1°C resolution) in
conjunction with a 16-channel selector switch were used to
measure temperature.

The adiabatic walls were urethane insulating boards with
aluminum sheeting surface (Thermax). The thermal con-
ductivity of the walls was 0.0259 W/m°C. The walls were 2.44
m by 0.69 m (0.66 m for the smaller cylinder) and 2.54 ¢cm in
thickness. This gave a wall height to diameter ratio H/D of 64
and 96 for the larger and smaller cylinders, respectively,
which provided a good approximation to an infinite channel.
The Nusselt number was independent of H/D for such values
of H/D. Measurements to confirm this are discussed in a later
section. The walls were supported using assemblies (made
from steel angles) that could be moved to provide the
variations in wall spacing. For the experiments performed H |
and H, were kept equal.

The entire setup was housed within a rigid frame made of
steel angles, of dimensions 3.05 m by 0.91 m by 1.52 m. The
cylinder was hung from the frame using 0.35-mm-dia steel
music wires attached to the ends of the cylinder. The frame
was covered with a transparent plastic sheet open at the
bottom and at the top. Thin plexiglass boards were used as
endplates for the cylinder to prevent axial extrainment of air
and minimize three-dimensional effects.

Five type K (Chromel-Alumel) thermocouples were placed
at Jocations z/H = 0, 0.25, 0.5, 0.75, and 1.0 on the inside
surface of each wall. These provided the wall surface tem-
perature distributions 7,(z), which were needed for
radiation correction calculations.

Three theromocouples (type K) were placed at heights 1.22
m, 2.44 m, and 3.66 m above the floor to check the
stratification of room air. The stratification of the ambient
air in the laboratory was found to be negligible.

Electrical power was supplied to the heater through a
voltage regulated a-c source. A rheostat was used to vary the
power to the heater. Two digital multimeters (Fluke model
8050 A) were used to measure the voltage supplied to and the
current through the heater. The frame was grounded elec-
trically for safety.

Journal of Heat Transfer

Flow and density (temperature) fields near the cylinder were
investigated qualitatively. The density field was observed
using a 25.4-cm-dia Schlieren system and a 100 W mercury
light source and was photographically recorded. For flow
visualization, a narrow sheet of light was generated and
passed through the top of the test section. This sheet of light
illuminated the very fine-powdered chalk that was introduced
from the bottom of the test section and was entrained by the
flow. A 35 mm SLR camera was placed perpendicular to the
flow direction and was used to take photographs of the flow
field. The same camera was used to take pictures of the
Schlieren image.

All experiments were performed in a well-insulated room
located in the basement of the Mechanical Engineering and
Mechanics Department Laboratories of Drexel University.

Data Reduction

The major objective of the data analysis procedure was to
determine the average Nusselt number for a given Rayleigh
number and wall spacing to cylinder diameter ratio W/D. The
surface temperature of the cylinder was determined from the
average of the eleven surface temperatures measured by the
thermocouples. The heat transferred by convection from the
cylinder, Q...v, is equal to the electric power delivered to the
cartridge heater, Q..., With appropriate corrections for
radiation Q,,4 and end losses Q.4 so that

Qconv = Qetect — Prad — Qend 1

The electric power was determined by multiplying the voltage
across the heater and the current through the heater as
measured by the digital multimeters,

The heat loss by conduction from the end caps was
determined from Fourier’s law of conduction. Knowing the
geometry of each end cap, its thermal conductivity, and the
temperature at two known locations within it, end losses from
each end cap are given by

AT,
Qend == kend Aend *’ATnd (2)
where
ATt:nd = Tend,z = 4 end,1 (3)

Tena and Ty, were the temperatures measured within the
end caps at locations separated by a distance Ax = 1.27 cm
and A4 is the cross-sectional area of the end cap.

The heat loss by radiation from a free cylinder within an
infinite medium is given by

Qraa=€ed A(T,—Ts) “

where the emissivity of the aluminum cylinder is taken as
0.079 [11]. However, when the adiabatic walls are present
radiation loss calculations from the cylinder were performed
as given by [12]. A two-dimensional enclosure was considered
for the analysis which consisted of the two adiabatic walls and
two open (the top and the bottom) surfaces along with the
isothermal cylinder inside. For ease of analysis, the adiabatic
wall was divided into several isothermal sections based on
experimental measurements. The theory for radiation ex-
change in an enclosure (with gray diffuse surfaces) was then
applied. The emissivity of the adiabatic walls was taken as
0.04 [11]. As mentioned earlier, the adiabatic walls were
urethane insulating boards with aluminum sheeting surfaces.
Assuming higher values of the emissivity of the walls would
result in slightly higher Nusselt numbers for the cylinder since,
in that case, the radiation losses would be smaller. Additional
details of the calculations are given in [13].

Once the heat transferred by convection was determined,
the average heat transfer coefficient was obtained from

Qconv

b=
A(T;~T)

&)

MAY 1986, Vol. 108/293

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.3 t t t

Ra 2 x 108
e W/D-1.5
o] =
0.2+ 3
A = 8
K
Ll
2l o 0.1+
'—
— g
/ﬁ/’%:://—h_——_‘
- - i
oiE=E==sE =
t ¥ ;
0 0.25 0.5 0.75 1
z/H

Fig.3 Temperature distribution of the adiabatic vertical walls

Table1 Empirical coefficients for equation (7)

W/D C m
1.5 0.6183 0.2475
2 0.6062 0.2468
3 0.4942 0.2600
4 0.4923 0.2577
6 0.4514 0.2648
8 0.3855 0.2780
10 0.3703 0.2783
12 0.3204 0.2914
=) 0.3103 0.2895

The Rayleigh number was calculated from

— 3
Rac 21— To) D2 Pr ©

Va

All air properties were evaluated at the film temperature.

Results

Average Nusselt numbers for Ra ranging from 2 x 103 to 3
x 10° were obtained for various wall spacing to cylinder
diameter ratios. The uncertainty in the measurement of Nu
decreased from 10 to 0.8 percent as Ra increased from 2 x
10 to 3 x 10° [13]. The temperature difference (T, — T.,)
was varied from 1.4°C to 45.3°C for the 2.54-cm-dia cylinder
and from 2°C to 128.8°C for the 3.81-cm-dia cylinder. Axial
and circumferential variations of surface temperature did not
exceed 2.75 and 1 percent, respectively, for the entire range of
Ra studied. Heat loss by radiation was found to vary from 0,1
to 6.17 percent of the total electrical power supplied to the
heater. End losses accounted for no more than 0.95 percent of
the total electrical power supplied. Stratification of the air in
the room was found to be negligible during a typical run. The
results presented are for H,/D = H,/D = 32 for the 3.81-
cm-dia cylinder and H,/D = H,/D = 48 for the 2.54-cm-dia
cylinder. In addition, measurements were made for H,/D and
H, /D of 40 and 24, respectively, for the 3.81-cm-dia cylinder.
It was found that the variation of H,/D from 32 to 40 did not
alter the Nu results significantly. Hence the walls were large
enough to provide the H/D independence desired.

Temperature measurements along the vertical confining
walls T, (z) were used for radiation correction calculation as
mentioned earlier. These measurements indicated that a
significant variation of T,, from T, is only experienced for
W/D = 1.5 and Ra higher than 10°. A maximum of 9°C for
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Fig.5 Least-square fit representation of the effect of Ra on Nu for
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(T, — T,) was observed. Figure 3 shows the effect of W/D
on the vertical variation of dimensionless wall temperature
distribution, § = (7, (z) — T,)/(T, — T, ) for Ra = 2 X
103, These measurements compare well with those of Sparrow
and Pfeil [10] for adiabatic walls. A maximum value of 0.151
was obtained for 6 in [10} at Ra = 1.75 x 10* and W/D =
1.5. In this study a value of 0.130 for 6 was found when Ra =
2 x 10* and W/D = 1.5 which is in good agreement with
[10]. An absolute maximum of # = 0.416 was obtained for Ra
=2 x 10 and W/D = 1.5.

The measurements of T, (z) were also used to determine
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Fig. 6 Effect of Rayleigh number on the variation of the average
Nusselt number with W/D

1 3
Fig. 7(a) Flow field around the confined heated horizontal cylinder,
Ra=3x 10", wD=15

the reasonableness of the adiabatic walls assumption. In order
for the walls to be perfectly adiabatic the temperature on the
outside surface T,,, would have to be equal to T,,. Although
direct measurement of this was not made, a reasonable
estimate can be made from the measurements of T, (z) and
assuming a quasi-one-dimensional conduction through the
walls. This is a fairly good assumption because the walls are
very thin compared to their height H. The distribution of 7',
for three values of W/D and Ra = 2 x 10° is shown in Fig. 3.
The distribution of T, for other Ra showed similar trends. As
expected, the walls (inside surface) remain rather cool below
the cylinder, are somewhat hotter near the cylinder, and get
hottest near the top of the channel where the plume of the
cylinder fills the cross section of the channel. With the
abovementioned analysis one obtains

(Tow_Too)=(T;:;‘)(TW—TDD)/(1+ t:o)

Journal of Heat Transfer

Fig. 7{b) Flgw field around the confined heated horizontal cylinder,
Ra=3x 10", W/D =3
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Fig. 7(c) _Isotherms and streamlines for the confined heated cylinder,
Ra = 103, W/D = 6, Ay* = —2.65 {y,* = —19.1 for smaller flow
domain, y,,* = —20.3 for larger tlow domain), from Farouk and Guceri
9

The worst case occurs when (7, — T.,) = 130°Cand W/D =
1.5. Using data such as those presented in Fig. 3, and 10
W/m2°C for h, one gets (T,, — Tw) = 0.8°C in the worst
case. Therefore, the vertical walls can be considered
adiabatic.

Figure 4 shows the effect of Ra on the average Nusselt
number for a horizontal cylinder in infinite medium (free
cylinder in air). The experimental data were compared to the
empirical equations of Morgan [4] and Churchill and Chu [6],

‘the experimental data of Fand et al. [1], and numerical results

of Farouk and Guceri [9] for a heated horizontal cylinder in
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air. The data obtained here compared well with the data from
the literature.

Maintaining a desired cylinder surface temperature is not
possible when the power supplied to the heater is kept con-
stant and W/D is varied. This is due to the increase of 7 as
W/D is increased which leads to a moderate to small change
in Ra. Hence, cross plotting of the data becomes difficult
unless a suitable interpolation equation is used for Nu versus
Ra for given W/D. An-empirical equation of the form

Nu=CRa™ )

is used in the literature to represent the dependence of Nu on
Ra for a free cylinder [1-3, 12]. The experimental data were
fit to this power law equation for each W/D case. The
equations obtained were used to interpolate the average
Nusselt number for values of Ra different from those at which
measurements were made. Table 1 shows the value of C and m
for various W/D. Figure 5 shows the variation of Nu with Ra
for various W/D as given by the least-square fits. The con-
vergence of the lines as Ra increases is clearly seen here and is
a consequence of the reduction of the relative increase of
Nusselt number (Nu/Nu,) with increasing Ra. This is at-
tributed to the thinning of the boundary layer as Ra increases
so that flow near the cylinder remains essentially unaffected
by the presence of the walls.

Figure 6 shows the variation of the average Nusselt number
with W/D for select values of Ra. Interpolation based on the
results in Table 1 _was used to obtain these plots. Figure 6
demonstrates that Nu increases with decreasing W/D for
all Ra considered. For a given Ra, Nu decreases with in-
creasing W/D and asymptotically approaches its corre-
sponding free cylinder value Nu,,. The asymptotic limits are
shown as dashed lines on Fig. 6. Further, it can be seen
that as Ra increases, approach to Nu, occurs at smaller
values of W/D. In other words, the effect of confinement
remains significant for lower Ra. It seems that there is no
optimal W/D for maximum heat transfer. This result is in
contrast with the conclusions of Farouk and Guceri [9]. The
discrepancy is believed to be due to the small H/D ratio
studied in [9] versus the H/D of 64 and higher studied here.

In order to explain the heat transfer characteristics and the
associated buoyancy-induced flow physics, flow visualization
and Schlieren studies were performed. Figures 7(a) and 7(b)
show the flow field due to the heated confined cylinder at Ra
= 3 x 10* and W/D = 1.5 and 3.0, respectively. The
photographs reveal interesting details of the flow field, caused
by the confinement. (The bright vertical lines in the
photographs are due to the finite wall widths.) The presence
of the walls considerably affects the flow pattern. As the
plume forms at the wake region, a flow reversal occurs at the
downstream side of the flow domain. The recirculation loop
was found to be finite and extends about 10 to 20 diameters
downstream, beyond which the flow becomes unidirectional.
Qualitatively, similar observations were made by Farouk and
Guceri [9]. Figure 7(c) shows the isotherms and streamlines
for a confined cylinder taken from [9]. The predicted recir-
culation loop was, however, not bounded in [9] due to the
approximate hydrodynamic boundary conditions considered
in the exit plane. The heat transfer coefficient for the heated
cylinder is affected by the presence of the recirculation region.
The confinement decreases the net flow induced by the
cylinder as compared to the heated unconfined cylinder.
Hence, there are two competing effects that appear due to
confinement which have influence on the heat transfer
characteristics. In this study, it was observed that the overall
effect is always an increase in heat transfer over the un-
confined case for the Ra and W/ D ranges studied.

Figures 8(a) and 8(b) show the temperature fields (Schlieren
photographs) around an unconfined and confined heated
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Fig. 8(a) Schlieren photograph for the unconfined heated cylinder,
Ra=5x 10, WD = o

Fig. 8(b) Schlieren photog;aph for the confined heated cylinder,
Ra =5 x 104, W/D = 2

cylinder at Ra = 5 x 10%. The W/D in Fig. 8(b) was equal to
2.0. Due to the confinement, there is a significant lengthening
of the plume length. This information is important from a
computational viewpoint. For elliptic equations a finite
solution domain is necessary. The Schlieren photographs can
give an estimate of the H,/D ratio to be considered for a
reasonable approximation of the thermal boundary con-
ditions for such computations (see Fig. 7c).

Figure 9 shows the relative enhancement of the heat
transfer Nu/Nu,, due to confinement. The enhancement of
heat transfer increases with decreasing Ra or decreasing W/D.
As W/D becomes large all the curves merge together and
Nu/Nu,, approach unity. The curves for large Ra approach
unity faster than the curves for low Ra.

Figure 10 is an alternative crossplot of the relative
enhancement of heat transfer as a function of Ra for various
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Fig.9 Effect of Rayleigh number on the variation of Nu/Nu, with W/D

W/D ratios. Here again it can be seen that as Ra increases
Nu/Nu,, decreases for all values of W/D. Also, the en-
hancement of the heat transfer for a given Ra decreases with
increasing W/D. As W/D increases, the slope of the lines
decreases continuously and at W/D = 12 the slope becomes
nearly zero. This figure shows that a maximum of 45 percent
enhancement in heat transfer is obtained for the smallest wall
spacing, W/D = 1.5, and the smallest Ra studied, 2 x 103.
Marsters’ experimental results [7] predict a maximum of 48
percent enhancement for W/D = 4 at Ra = 10* and 50
percent for W/D = 2 at Ra = 103, when H/D = 64. Sparrow
and Pfeil [10] measured enhancement of up to 40 percent at
W/D = 1.5 and H/D = 20. Sparrow and Pfeil, however, do
not give any information about the effect of the Rayleigh
number on enhancement for given W/D and H/D. All three
studies suggest a significant enhancement of heat transfer by
confinement. The slight discrepancy between the results of
[10] and this study can be attributed to the different H/D
values selected (a maximum H/D of 20 versus 64).

In order to obtain an empirical correlation for the entire
range of W/D and Ra considered in this study, the form

Nu=g(W/D)f(Ra) ®)
is proposed. To represent f(Ra), the following form was used
S(Ra)=Ra" &)

which is consistent with equation (7). The value of m = 0.25
was chosen as the best value of the exponent from the
available literature for a free cylinder [1-3]. An exponential
behavior of g (W/D) with W/D was chosen such that

g(W/D) =B+Eexp[—-F(W/D)] (10)

This form has been suggested by Fernandez and Schrock [14]
for a geometrically similar problem of natural convection
from a cylinder buried in porous medium. Using equations (9)
and (10) and finding the coefficients from a least-squares fit,
Nu can be represented as

' NT1=[0.481 +0.172 exp(—0.258(W/D) )]Ra%% (11
The correlation coefficient for this fit was 0.9978. The data
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Fig. 11 Comparison of experimental data with predictions of

correlation equation (11)

are plotted against this correlation in Fig. 11. Also included in
this figure are data from [7] and [9]. There is clearly a
discrepancy between the data from [7] and the data from this
study. The reason for this is not obvious but may be due to the
different values of H/D considered in the two studies. The
H/D used by Masters was much smaller than what was used in
these experiments. It is very likely that at the small values of
H/D that parameter has a significant role in controlling Nu.
Further, Marsters positioned the heated cylinder near the very
bottom of the channel whereas it was centrally located in these
experiments (z/H = 0.5). There is good agreement between
our experimental correlation and the numerical results
presented in [9]. In [9] approximate boundary conditions (for
velocities and temperature) were employed in the solution
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scheme. A stream function-vorticity formulation was used to
obtain the numerical solutions. Since the mass flow rate
through the walls is not known a priori, an iterative procedure
was employed for defining the stream function boundary
condition along the walls. Another drawback of the above
compuiations was the use of a composite grid structure (polar
near the cylinder and Cartesian for the rest of the domain)
which involved interpolation of the dependent variables.
Nevertheless, in spite of the limitations of the numerical
calculations in [9], the agreement with the experimental
correlation (equation (11)) is quite good. Unfortunately, no
specific data points from [10] could be plotted on Fig. 11 as
that information was not provided in [10]. However, it is clear
that the present data exhibit an excellent degree of self-
consistency and low scatter and the data collapse nicely onto
one curve (equation (11)).

Conclusions and Recommendations

The major conclusion of this study was that the con-
finement of a heated horizontal cylinder by vertical adiabatic
walls enhances the heat transfer from the cylinder. The
magnitude of relative enhancement decreases with increasing
Rayleigh number for all W/D. Furthermore, the enhancement
of heat transfer from the cylinder decreases with increasing
spacing of the walls for the entire range of Rayleigh number
studied. A maximum enhancement of 45 percent was ob-
tained. This occurred at the smallest Ra and W/D studied. An
empirical correlation was obtained to describe the dependence
of the average Nusselt number on Ra and W/D jointly. For
the range of Rayleigh number studied, no optimal W/D was
obtained for maximum heat transfer as suggested by either
Farouk and Guceri [9] or Marsters [7]. Further investigation
of this problem for Ra lower than 2 x 103 and for small H/D
ratios (5, 10, 15, 20 for example) is necessary to determine
whether such an optimum exists. It may be that such an
optimum is due to the H/D. The heights H, and H, may also
have a dominant role in determining if there is an optimal heat
transfer for various spacings. Nevertheless, a clear and
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significant effect of confinement on heat transfer rates hag
been demonstrated.
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use of an implicit finite difference technique coupled with a marching procedure. It
is found that buoyancy dramatically increases the hydrodynamic entry length but
diminishes the thermal development distance. At a fixed wall temperature difference
ratio, buoyancy enhances the heat transfer on the hot wall but has little impact on

the cool wall heat transfer. Flow reversal is observed in some cases. Based on an
analytical solution for fully developed flow, criteria for the occurrence of flow
reversal are presented. The present numerical solutions yield results that asymp-
totically approach those from the analytical solution.

Introduction!

Free and forced convection flows in vertical ducts have been
investigated extensively. The majority of the recent studies
have dealt with the circular tube geometry, but increasing at-
tention is being focused on the parallel-plate duct. This con-
figuration is relevant to solar energy collection, as in the con-
ventional flat plate collector and the Trombe wall, and in the
cooling of modern electronic systems. In the latter applica-
tion, electronic components are mounted on circuit cards, an
array of which is positioned vertically in a cabinet forming
vertical flat channels through which coolants are passed [1, 2].
The coolant may be propelled by free convection, forced con-
vection, or mixed convection, depending on the application.

Existing literature for the parallel-plate vertical channel
deals mostly with the limiting cases of free and forced convec-
tion; little information is available for mixed convection. Con-
sider the situation in which the channel walls are cooled by
forced flow in the upward direction at a prescribed coolant
flow rate at the duct entrance. Assume that the wall heating is
sufficiently intense that free convection effects are significant.
Such a mixed convection problem has not been fully treated in
the literature. For this problem, the quantitative effects of
buoyancy cannot be extrapolated from the tube flow case, and
the phenomenon of flow reversal has not been adequately dis-
cussed. The feature of asymmetric heating and therefore its
impact on the flow dynamics, indigenous to the parallel-plate
system, is worthy of additional attention and forms the focus
of the present paper.

Four papers have appeared recently that concern convection
in vertical flat channels. In the first of these papers, Wirtz and
Stutzman [3] performed measurements on free convection in
air on a channel with the walls heated uniformly and sym-
metrically. Their results are in close agreement with the finite
difference calculations of a previous study by Aung, Fletcher,
and Sernas [4], and lead to a design equation that is accurate
to +5 percent. The second paper, by Sparrow, Chrysler, and
Azevedo [5] with water as the working medium, also deals
with free convection. This paper provides insight into the

lOpinions expressed in this paper are the personal views of the authors.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HraTt TRANSFER. Manuscript received by the Heat Transfer Division September
19, 1983,

Journal of Heat Transfer

reversed flow phenomenon mentioned in the last paragraph,
for the limiting case of free convection. In the third paper,
Yao [6] presents an analysis of combined convection in a chan-
nel with symmetric uniform temperature and uniform flux
heating. The solutions, valid in the developing flow region,
reveal fundamental information on different length scales that
distinguish various convective mechanisms traversed by the
fluid before reaching the fully developed state. However, the
author did not present quantitative information on the effects
of buoyancy, but conjectured that reversed flow may be
present in the fully developed flow region, when the channel
walls are maintained at uniform temperatures. In the fourth
paper, Cebeci, Khattab, and LaMont [7] describe a numerical
analysis for combined convection in the entrance region of a
parallel-plate channel. The results are presented in terms of
boundary layer flow parameters, and show the effects of flow
reversal and of the Prandtl number.

The present paper is part of a theoretical study of mixed
convection in a vertical flat channel. In the developing region
and up to the point of flow reversal, when it occurs, the flow
problem is described by means of parabolic partial differential
equations and solutions are obtained by a fully implicit
numerical method. The flow in the fully developed (FDF)
region, whether or not flow reversal is present, is obtained by
an analytical solution of a simplified version of the describing
equations. Boundary conditions of uniform wall temperature
(UWT) and uniform heat flux (UHF) are considered. The
theoretical approaches, analysis and results are presented for
UWT with asymmetric heating. Results for UHF appear in
[10]. There are interesting differences and similarities between
UWT and UHF cases; for a discussion see [9]. The overall
focus of the study is to obtain quantitative information on the
effects of buoyancy on the heat transfer in mixed convection.

Analysis

Developing Flow. Consider laminar mixed convection be-
tween two vertical plates. The flow is assumed to be two
dimensional and steady, and the fluid properties are constant
except for the variation of density in the buoyancy term of the
momentum equation. The fluid has a uniform vertically up-

“ward streamwise velocity distribution at the channel entrance.

The walls are heated at UWT but the temperatures on the two
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walls may be different, resulting in an asymmetric heating
situation. The boundary layer equations appropriate for this
problem are:

Continuity
AU aV
—t——=0 ()
X Y
X momentum
aU U li)od Gr a*U
U vV =— + 0 2
ax ey T Tax TRe Ut @
Y momentum
oP
—_— =0 3
Y ®
Energy
a0 a0 1 9%
U vV =— 4
X * aYy Pr 9Y? “
In equation (2), use has been made of the Boussinesq equation
of state, p~pg = —Bp(T—Ty), and of the definition p =

p’' —p”, where p” is the pressure at any streamwise position if
the temperature were 7, everywhere. The latter definition
gives dp”/dx = —pyg. Hence

dp dp
—pg=——""+ T-T,
o T &Bn( o)
It is noted that the dimensionless pressure is P =
(p’ —p”)/pu}; if the channel were horizontal, we would have
P = p’/put, the conventional definition in pure forced flow.
The boundary conditions are

At X=0,0=Y=<1: U=1, V=0, 6=0, P=0
At X>0, Y=0: U=0, V=0,0=r7 )
AtX>0,Y=1:U=0, V=0,0=1.

In the above, dimensionless parameters have been defined as

’

U=u/uy; V=uv b/v
X=x/(b Re) Y=y/b
P=(p’ ~p")/oii} ©

O0=(T-T)/(T,—T,)

To obtain a solution of the mixed convection problem for-
mulated above, an additional equation expressing the global

Table1 Mesh sizes for uniform wall temperature

AX AY
0<X=0.001 0.0001 0.00625
0.001 <X =<0.005 0.00025 0.0125
0.005<X=<0.02 0.0005 0.025
0.02 <X=<0.05 0.001 0.05
0.05 <X<o 0.005 0.1

conservation of mass at any cross section in the channel is also
required. This becomes

foUdy=1 M

The system of nonlinear equations (1)-(4) is solved by a
numerical method based on finite difference approximations.
An implicit difference technique is employed whereby the dif-
ferential equations are transformed into a set of simultaneous
linear algebraic equations. The solution procedure is identical
to that described in [4]. The implicit finite difference tech-
nique used is universally stable for all mesh sizes [11]. The
mesh sizes selected in the solution are uniform in the
transverse (i.e., Y) direction at all streamwise positions. At in-
creasing X the mesh sizes increase as the computation
marches into regions where sharp gradients are of lesser
likelihood. The mesh sizes used in the present investigation are
given in Table 1.

In the initial stages of the present investigation, the
numerical techniques were validated by application to a situa-
tion for which known solutions exist. The case chosen for
comparison was pure forced convection between parallel
plates. The computed hydrodynamic and heat transfer results
have been reported by Bodoia and Osterle [12] and Hwang
and Fan [13]. In terms of streamwise velocity, pressure drop,
bulk temperature, and average Nusselt number, the present
method produces excellent agreement with those from the
earlier studies. Details of the comparison are given in [9].

Fully Developed Flow. When the channel height is much
larger than the channel spacing, the flow in the channel may
reach a state in which streamlines are parallel to one another.
The velocity component V is zero in the entire cross section of
flow. This condition leads to a major simplification of equa-
tions (1), (2), and (4), making it possible to derive the solutions
in closed form. Details of the derivations and the results are
given in [9, 10].

Nomenclature
A = surface area Re = Reynolds number = uyb/v B = thermal expansion coefficient
b = spacing between plates T = temperature 6 = dimensioniess temperature dif-
¢, = specific heat at constant u = axial velocity ference = (T—T)/ (T, —T)
pressure U = dimensionless streamwise p = dynamic viscosity
D, = hydraulic diameter velocity = u/u, v = kinematic viscosity
g = acceleration due to gravity v = transverse velocity p = density
Gr = Grashof number = V = dimensionless transverse .
8B(T, — Ty)b3/v? velocity = vb/v Subseripts
k = thermal conductivity x = streamwise distance from chan- 1 = cool wall (i.e., value at y = 0)
Nu = Nusselt number nel entrance 2 = hot wall (i.e., value at y = b)
p = pressure difference = p’ —p” X = dimensionless streamwise m = mean value
p’ = static pressure distance from channel entrance  m,1 = mean value on cool wall
p” = hydrostatic pressure = x/b/Re m,2 = mean value on hot wall
P = dimensionless pressure dif- y = transverse coordinate 0 = value at channel entrance (i.e.,
ference; see equation (6) (measured from cool wall) atx = 0)
ry = ratio of wall temperature dif- Y = dimensionless transverse coor- b = bulk value
ferences = (T, — Ty)/ (T, — Ty) dinate = y/b ¢ = value at centerline
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Table 2 Maximum Gr/Re for no flow reversal

rr (Gr/Re) .y
- 1.0 Y

0.8 360.00

0.5 144.00

0.3 102.86

0.0 72.00

Results

In the present study, quantitative information on the effects
of buoyancy and asymmetric heating have been obtained for
Pr = 0.72 at Gr/Re = 0, 25, 50, 100, 250, and 500. Typical
results are given below.,

Qualitative Flowfield Results. The present results show that
at small Gr/Re the velocity profile, specified as U = 1 at the
channel entrance, remains positive throughout at all X. At a
sufficiently high value of Gr/Re for a fixed ry, the streamwise
velocity is everywhere positive up to a certain X, then a separa-
tion point (i.e., dU/3Y =0) develops on the cool wall when r,
< 1. Such a situation occurs for r = 0.5, Gr/Re = 250. In
the latter instance, the solution procedure was successfully
“marched’’ past the separation point, and the velocity profile
eventually exhibited both positive and negative flows that
finally became fully developed. This represents the only case
where a stable solution was obtained in the presence of flow
reversal, aided probably by relatively large streamwise step
sizes when marching across the separation point and the rapid
evolution of the flowfield into FDF past this point in this in-
stance. In all other cases, such as for rr = 0.3, Gr/Re = 250,
the solutions became unstable.

In [10], analytical solutions for the FDF region have been
presented. The solution for the streamwise velocity distribu-
tion indicates that both unidirectional flow (in the positive X
direction) as well as bidirectional flow are possible, with the
latter case representing a parallel-streamline shear flow. The
controlling parameters are ry and Gr/Re. In general, bidirec-
tional FDF is promoted by small r, or large Gr/Re with larger
negative flow (in magnitude and in extent) stemming from
larger Gr/Re. Bidirectional flow is impossible in FDF when r
= 1; for more details, see [10]. For any given rr, the max-
imum Gr/Re for which no flow reversal occurs anywhere in
the channel for a duct of any length may be derived from the
criterion given in [10]. The quantitative results are listed in
Table 2. It is to be noted that the FDF theory does not predict
the location of the separation point; for any given r, separa-
tion always occurs, if at all, in the developing region, and the
location moves upstream with increasing Gr/Re.

Since parabolic partial differential equations have been
utilized in the present investigation, the solutions immediately
downstream of separation are not examined in great detail.
Boundary layer equations have been traditionally applied, in
external flow situations, up to the point of separation but not
beyond; see, for instance, Schlichting [14]. However, several
studies have been reported (e.g., [7]) where boundary layer
equations, with the neglect of the streamwise convective term,
have been used to obtain quantitative or qualitative informa-
tion across the point of separation in duct flow. This approach
was not used in the present study.

The present numerical approach yielded stable solution in
one particular case involving reversed flow. The calculation
was carried out for Gr/Re = 250 and r; = 0.5. The results are
reported in [10] to afford comparison with the analytical solu-
tion for FDF, and point to the need for additional clarification
of the usefulness and limitations of the present approach for
situations involving flow recirculation. Also in need of further
investigation is the concept of fully developed flow in the
presence of bidirectional flow. Some investigations, e.g., [6],
have conjectured that in mixed convection, FDF may involve a
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Fig.2 Streamwise velocity distribution as a function of position and of
Gr/Re for symmetric and asymmetric heating

periodic flow structure. On the other hand, the recent work of
Sparrow, Chrysler, and Azevedo [5], carried out concurrently
with our study, illustrates the fact that a parallel-streamline,
bidirectional FDF can exist. The study in [5] deals with the
limit of Gr/Re — o with r; = 0. By means of a thymol blue
method, the authors observed the direction of fluid flow inside
the channel. Beyond a certain threshold value of the Rayleigh
number, they found a pocket of recirculating flow situated ad-
jacent to the unheated wall in the upper part of the channel.
This recirculation is sustained by fluid drawn in from the am-
bient at the top of the channel. This downward flow passes
along the cool wall, reverses direction somewhere inside the
channel, and flows out of the top. The axial extent of the recir-
culation region depends on the system and thermal
parameters, but is increased as buoyancy increases.

An additional discussion of flow reversal in the context of
FDF is given in [10] where, for example, it is shown that even
in the presence of flow reversal, the centerline velocity is
always positive at any r, and has a numerical value of 1.5, the
same as when buoyancy is absent. It should be recognized that
flow separation as a fundamental fluid flow phenomenon is
still poorly understood, even in laminar flow. For a recent
review, see [15].

Hydrodynamic Parameters. For a channel with symmetric
heating at UWT (rp=1), the streamwise variation of the
centerline velocity is indicated in Fig. 1. It can be seen that
buoyancy effects are felt very close to the channel entrance

(X=0). Buoyancy causes increased mass flow close to the

walls, and since the global mass flow is fixed, the fluid
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Fig. 4 Hydrodynamic development length versus Gr/Re for symmetric
heating

velocities near the centerline decrease. At a sufficiently high
value of Gr/Re (larger than 100), the centerline velocity
undergoes a minimum, then once again increases
monotonically. In all cases, the curves approach a value close
to 1.5 at large X.

Since buoyancy leads to increased velocities near the walls,
the velocity profile attains a concave shape near the center and
the concavity becomes more severe as Gr/Re increases.
However, for r;-=1 at all values of Gr/Re, the concavity even-
tually disappears and the profile develops into the fully
developed shape predicted by the fully developed flow theory
given in [10]. This effect is illustrated in Fig. 2(a). For asym-
metric wall temperatures (r<1), the concavity never com-
pletely disappears, as the FDF theory also predicts [10]. A
skewness in the velocity profile also appears as the fluid moves
toward the hot wall (Y=1). The smaller r, the greater is the
skewness. The distortion of the profile is, however, re-
duced at increased X. On the other hand, increased buoyancy
introduces a more severe distortion, as illustrated in Fig. 2(b).

Figure 3 shows the variation of the dimensionless pressure
parameter P for r; = 1. The figure indicates the streamwise
variation of the parameter at different Gr/Re. At some point
along the channel, for Gr/Re values of 50, 100, 250, and 500,
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Fig. 5 Dimensionless temperature distribution at r; = 0.5 at different
X and Gr/Re

the pressure attains a minimum (i.e., — P achieves a max-
imum) and starts increasing. In the upper range of the Gr/Re
values (Gr/Re = 250), the maximum pressure occurs at about
the point where buoyancy effects begin to be felt and the
centerline velocity starts to decrease. In the same range, it is
also observed that P becomes positive when the centerline
velocity attains a value less than that of the entry velocity, i.e.,
U = 1. This phenomenon is not observed for Gr/Re less than
250, although the general behavior of the pressure parameter
is the same. As in the case of the velocity profiles, the higher
the value of Gr/Re, the earlier (i.e., at smaller X) the inflecc-
tion point occurs. Such a behavior was also discerned in the
results of Lawrence and Chato [16} for flow in a vertical pipc.
At large X, the pressure gradient attains a constant value,
which agrees with the predictions given by the FDF theory
[10]. It should be noted that to interpret the meaning of a
positive pressure gradient properly for the curves in Fig. 3 that
represent Gr/Re = 50, it is necessary to recall that, by the
definitions stated following equation (4), dP/dX denotes the
difference between the static and hydrostatic pressure
gradients.

The above discussion indicates that in UWT with asym-
metric wall temperature heating, buoyancy initially distorts
the entering flat velocity profile into one with a concavity near
the centerline. However, the concavity disappears (r;=1) or
at least diminishes (7 < 1) downstream and, in the case of 7
= 1, a fully developed flow with a parabolic profile takes
place at large values of X. For fully developed flow, theory
predicts that the velocity profile is asymmetric when r, < 1. It
may be ascertained from Fig. 1 that the hydrodynamic
development length initially increases rapidly with Gr/Re, but
then approaches an asymptotic value at large Gr/Re. This
behavior is quantified for r, = 1 in Fig. 4, where the develop-
ment length has been taken as the value of X at which the
centerline velocity is within 0.06 percent of that given by equa-
tion (8) of [10]. Figure 4 shows that buoyancy can increase the
hydrodynamic development length very dramatically.

Thermal Parameters. The development of the temperature
field is exemplified by Fig. 5(a). The FDF temperature
distribution is a function only of r; and not of Gr/Re. The ef-
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Fig. 7 Bulk temperature as a function of axial distance at various ry
and Gr/Re (star symbols represent positions of tiow reversal)

fect of the latter parameter is felt in the developing region,
where the buoyancy decreases the temperature in the region
adjacent to the hot wall while increasing the temperature
elsewhere in the flow. The phenomenon is evident in Fig. 5(b).
Thus, buoyancy tends to equalize the temperature in the fluid.
An examination of the streamwise development of the
centerline temperature at various Gr/Re reveals that as
buoyancy increases, its effect is felt closer to the entrance [9].
While the thermal development length is usually smaller than
the velocity development length for gas flows, buoyancy
effects, which on the one hand lengthen the hydrodynamic
development and on the other equalize fluid temperatures,
have increased the discrepancy between the thermal and
hydrodynamic development distances.

The axial variation of the bulk temperature for r; = 1 at
different Gr/Re is displayed in Fig. 6. The bulk temperature is
defined as

f, Ubdy

= 8

f,udY ®
It may be noted that buoyancy effects are noticeable through a
long segment of the chéinnel, but not for small or large X. At
large X, all the curves converge to the value 1. Beyond X =
0.3, the forced convection solution, curve 1, may be used to
predict bulk temperatures at all values of Gr/Re. A similar
trend is observed at r = 0.5, shown in Fig. 7(a). As predicted
by equation (10) of [10], with r, fixed the asymptote is still a

O
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function of Gr/Re; similarly at a fixed Gr/Re, 8, is a function
of ry, as indicated in Fig. 7(b). The bulk temperature is seen to
be less than the value of 1 (for r = 1), and decreases as r is
reduced.

The ““star’’ symbols in Figs. 7(a) and 7(b) represent the loca-
tions where flow separation occurs. For the case r = 0.5 and
Gr/Re = 250, stable solutions were obtained across the
separation point, even though results are not plotted past the
separation points in Figs. 7. It may be noted from the latter
that the flow is nearly fully developed when reversal occurs, as
has been alluded to in the previous discussion. It may be noted
also that at a fixed Gr/Re, the point of separation moves
upstream when the value of r is reduced.

The thermal information presented thus far points to in-
creased heat transfer rates as Gr/Re increases. The average
Nusselt number based on the log-mean temperature dif-
ference, a definition commonly employed in forced convec-
tion, may be plotted as a function of the Graetz number. For
rr = 1, Gr/Re = 0, the Nu,, results of the present investiga-
tion were compared against the solutions of Hwang and Fan
leading to no detectable difference [9]. Typical axial variations
of the average Nusselt number on the two walls for r < 1 and
specified values of Gr/Re are given in [9]. It should be noted
that the cool wall Nusselt number is decreased drastically
when r; is reduced. At any fixed X, the average Nusselt
number on either wall is only mildly sensitive to changes of
Gr/Re, when r; is fixed. Reference [10] shows that FDF in
these cases implies a linearity of the temperature profile, so
that there is no net heat addition to the fluid and what occurs
is simply heat conduction, across the fluid layer, from the hot
wall to the cool wall. Thus, in the FDF region when r; < 1,
Nu,, , and Nu,, ; are equal in absolute values but are opposite
in sign. An illustration of this effect appears in the experimen-
tal and theoretical results presented in [4].

After the conclusion of the study reported by Worku [9],
Ormiston [171 published the results of a study of the same
problem in which elliptic partial differential equations were
employed. Ormiston compared his results for U,, U, 8., § with
those of the present investigation and the agreement is gener-
ally good; however, the two results for U, do not match well
in the immediate vicinity of the duct entrance and Ormiston
ascribes the discrepancy to the fact that finer grid spacings
were used near the duct entrance in the present study that
employs the parabolic partial differential equations.

Conclusions

The theoretical results obtained in this study show that the
velocity profiles in the developing regions can become highly
distorted in mixed convective flows. For ry = 1 at large
distances from the entrance the profile attains a constant
parabolic shape in fully developed flow. In both the develop-
ing and the fully developed flow regions, asymmetric wall
temperatures lead to a skewness in the velocity profiles. The
hydrodynamic development length increases dramatically as
Gr/Re increases from zero to about 100, and then gradually
approaches an asymptotic value., While buoyancy elongates
the hydrodynamic development region, the thermal entry
length is shortened. In general, the thermal parameters are less
sensitive to buoyancy effects; however, the latter are still
significant. The value of the bulk temperature when r; < 11is
shown, in the asymptotic limit of large X, to increase with
buoyancy. At a fixed Gr/Re, flow separation is observed to
move upstream (i.e., down the vertical channel) as ry
decreases. Clearly, the phenomenon of flow reversal in inter-
nal mixed convection involves many unresolved issues, and is
an area that deserves further attention.
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Experimental investigation on natural convection in a two-dimensional open cavity
was performed using laser-Doppler velocimetry. The cavity is rectangular with one
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sulated. Studies for an open shallow cavity with an aspect ratio of 0.143 and
Rayleigh numbers ranging from 10° to 107 under the steady laminar conditions were
carried out using water as the working fluid. Heat transfer was found to approach
that for a vertical heated flat plate. The measured velocity and temperature profiles
illustrate the effect of the open boundary which can be viewed as consisting of two
parts: the outgoing hot fluid flow exhibiting strong characteristics of the cavity con-

dition, and the incoming flow influenced by outside conditions.

Introduction

Buoyancy-driven natural convection is an important mode
of heat transfer in many engineering systems. Among various
problems of natural convection, internal flows arising within
enclosures have received a lot of attention in recent years [1,
2]. However, relatively few studies have been directed to
buoyant flows in open cavities or partial enclosures. The open
two-dimensional rectangular cavity in the present study is
shown in Fig. 1. It has two horizontal insulated walls of length
L, one heated vertical wall of height H maintained at a con-
stant temperature Ty, (hot), and a vertical face open to a sur-
rounding at a constant temperature 7, (ambient, cold). It is
assumed that at a sufficient distance away from the opening,
the ambient or reservoir can be described by an overall
characteristic temperature 7, . In this problem of natural con-
vection in an open cavity, there are internal flows, external
flows, and their interactions. The internal flows in the cavity
usually involve boundary layers at the walls enclosing a core
region. The external flows include the rising plume of hot fluid
exiting from the opening and the inflow of cold fluid drawn
from the ambient. Examination of these interactions is one of
the objectives of the present study.

A shallow open cavity is one with a small height-to-length
(H/L) ratio. An example of a system modeled by such a
geometry is a pipe with one end connected to a reservoir and
the other to a closed valve. The temperature difference be-
tween the valve and the reservoir provides a driving force for a
natural convective loop. The interest can be in the prediction
of heat transfer in cryogenic fluid storage. From a nuclear
reactor safety design viewpoint, the pipe can be part of a
coolant transfer system to the hot reactor core. Knowledge
about the temperature distribution along the pipe wall will be
useful for thermal stress analysis. The use of a two-
dimensional rectangular model is evidently a great simplifica-
tion of the real system, but it should give some basic informa-
tion of the physical phenomena involved.

There have been few experimental studies on natural con-
vection in open cavities. Chen et al. [3] studied natural convec-
tion in rectangular open cavities heated on all sides. Visualiza-
tion of the flow and temperature measurements were con-
ducted at different angles of inclination. Sernas and
Kyriakides [4] made measurements in a two-dimensional
square open cavity in air at a Grashof number of 107. The bot-
tom wall was maintained at ambient temperature and no tur-
bulence was observed. Hess [5] obtained velocity profiles for
Ra between 10! and 10!! for both constrained and un-
constrained square open cavity geometries with insulated top
and bottom walls. Bejan and Rossie [6] studied natural con-
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vection in a horizontal duct connecting two fluid reservoirs.
Fluid velocity and temperature profiles were measured in the
region of the channel. Other related studies include natural
convection in a closed shallow enclosure by Imberger [7] and
Al-Homond and Bejan [8]. A considerable amount of work
has been done on partial enclosures by the fire research com-
munity including experimental and numerical studies of the
buoyant flow generated by fire {9-13]. Relatively little atten-
tion has been paid to the interaction of the flows at the open
boundary. By setting the opening far away from the heated
wall, as in a shallow open cavity, the conditions at the open
boundary can be examined independently.

In the present study, natural convection in a shallow open
cavity has been investigated under the steady laminar condi-
tions using water as the working fluid. The overall heat
transfer rates have been obtained by measuring electrical
power input to a wall heater. These results are supplemented
by velocity measurements using laser-Doppler velocimetry
(LDV) and by temperature measurements using a thermocou-
ple probe.

Experimental System and Measurements

Figure 2 shows a simplified diagram of the apparatus for the
experiment. The cavity is 4.45 cm high, 31.1 ¢m long, and 61.0
cm wide. The two-dimensional shallow cavity therefore has a
height-to-length aspect ratio of 0.143. It has a vertical heated
wall of aluminum with the opposite end open to a large cubic
tank 61.0 cm on the side. The ratio of the volume of the tank
to that of the cavity is greater than 20 and the tank models a
reservoir or an ambient surrounding. The top and bottom
horizontal walls of the cavity are thermally insulated by plex-
iglass walls and glass wool. The side walls of the cavity and the
tank are constructed of 0.95-cm-thick plexiglass. This allows
optical access of laser beams to the flow. A cooling water coil

P

Fig. 1

Open cavity geometry
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on a copper plate is positioned at the far end of the tank about
60 cm away from the opening. This permits the circulating
water to cool down before returning to the cavity. The heater
wall consists of a tubular electric heater embedded in a
1.27-cm-thick aluminum plate. The backside of the heater
plate is insulated with glass wool. Input power to the heater is
measured by an ammeter and a voltmeter. The voltage supply
is monitored by a variable voltage controller. Copper-
constantan thermocouples have been inserted to a depth of
0.08 cm (1/32 in.) from the heater wall. Their positions are
roughly shown as circular dots in Fig. 2. Several of them are
placed in the lateral (third dimension) direction so that the
two-dimensionality assumption can be checked. A thermo-
probe is used to measure the temperature of water in the cavity
and the tank. It consists of a thermocouple inside a stainless
steel tube, which is mounted on a traversing mechanism,
Temperatures are read directly from a digital thermometer.
During the heat transfer measurements, the two vertical
plexiglass end walls of the cavity were further insulated by
glass wool to give a better modeling of the two dimensionality
and to minimize heat losses from the end walls. Heat losses
from the top and bottom walls were estimated from the
temperature readings in the inner side and the outer side of the
plexiglass wall, and those in the insulation at several locations.
Heat leaks were largest from the top wall at places near the
heater. As the losses occurred downstream of the heated wall,
the results of the experimental Nusselt number were not cor-
rected with these estimated losses. This was based on the
assumption that the heat transfer mechanism was very similar
to that for a vertical flat plate and that assumption was sup-
ported by the numerical results [14]. Due to the elliptical
nature of the problem, this assumption admittedly represented
an approximation. When the variable voltage power supply
was adjusted to a specific setting, steady state was achieved,
usually in about 6 h. The voltage and current to the heater
were recorded, and the power input to the cavity was
calculated after the correction of the estimated heat leaks from
the backside of the heater. The error in the heater power input
was estimated to be less than 18 percent. The heater wall

temperature 7, was obtained from averaging the wall
temperatures along the vertical center line, The water tank
temperature 77, was taken at a location about 25 cm from the
opening, at about the same depth as that of the bottom wall of
the cavity.

An LDV system with dual beam forward scattering was
used to measure the small velocities occurring in natural con-
vection. A laser beam from a 2 W argon-ion laser (A\=514.5
nm) was split into two parallel beams separated by 50 mm.
One of the beams was frequency shifted optically by 40 MHz
in an acousto-optic (Bragg) cell. The shift made it possible to
distinguish the direction of the flow. The beams were focused
by a lens with focal length 598 mm and crossed to form a
measuring volume of diameter 0.66 mm and length 16 mm.
The longer dimension lay parallel to the width of the cavity
and did not greatly affect the measurement accuracy in the
two-dimensional flow. The half angle of the intersecting laser
beam was 2.39 deg and the fringe spacing was 6.2 um, The
whole laser and transmitting optics were mounted on a milling
table with a three-dimensional traversing mechanism which
allowed manual positioning accurate to 0.025 cm (0.01 in.).
The collecting optics had a lens of focal length 134 mm which
focused the scattered light on a pinhole of 0.025 mm diameter.
A photomultiplier tube (RCA-4526) converted the light signal
to an electrical signal which was amplified, electronically
downshifted, filtered, and then processed by a TSI-1090
tracker. No seeding was required as the laboratory water pro-
vided enough particles for scattering. The tracker usually
verified about 800 samples per second. The typical Doppler
frequencies were about 500 Hz and the system could resolve
velocities as low as 0.03 cm/s.

In the velocity measurements, the laser beams were allowed
to enter and cross near the middle of the cavity width.
Horizontal velocity profiles were obtained by sweeping ver-
tically from top to bottom at the opening or other horizontal
positions inside and outside the cavity. Vertical velocities were
measured by horizontal sweeps at different depths, after first
rotating the transmitting optics by 90 deg. The change in
refractive index of water with temperature presented a prob-
lem for measurements of vertical velocities near the heated
wall. As one beam traveled from the top (hot) to the bottom
(colder) through the long cavity width, while the other beam
did the reverse, they were thrown off their intended position
of crossing. Other difficulties encountered involved the
geometric relation between the beams and the walls which
sometimes interfered with one of the beams. These problems
were partly solved by moving the transmitting optics so that
the optical axis was at an angle to the heated wall. The laser
beams therefore would avoid the thermal boundary layer as
much as possible. The validity of the two-dimensional
assumption was checked by moving the measuring volume
along the width of the cavity. Steadiness of the flow was ex-
amined by looking at the signal over a period of time at a
specific location.

After completing the flow measurements, the temperature
measurements were taken by traversing the thermoprobe in-
side the cavity and the tank, in the same manner and location

Nomenclature
B = ratio of length to height =L/H
g = gravitational acceleration AT = temperature difference, equa-
H = height of cavity . Pr = Prandtl number = v/« tion (2)
A = average heat transfer coeffi- ~ ¢ = power input to heated wall W = width of experimental cavity
cient for the heated wall Ra = Rayleigh number, equation (4) a = thermal diffusivity of water
k = thermal conductivity of water T = temperature B8 = coefficient of thermal expan-
L = length of cavity T, = film temperature, equation (3) sion of water
Nu, = experimental Nusselt number, Ty = hot wall temperature A = wavelength of laser beam
equation (1) T, = ambient temperature » = kinematic viscosity of water
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Fig. 3 Variation of experimental Nusselt number Nu, with Ra for
shallow open cavity

as that for the laser measuring volume. Because the
temperature differences were small, measurements became
difficult especially inside the thermal boundary layer. The
two-dimensionality and steady-state assumptions were also
checked by the temperature readings. One important piece of
information obtained from the temperature measurements
was that the water in the tank was stratified. The stratification
was much stronger in the lower half of the tank. This finding
helped to explain the observation that the fluid was drawn
horizontally into the cavity.

Experimental Results

Heat transfer results have been obtained and plotted in Fig.
3, showing the variation of overall Nu, with Ra ranging from
1.5x 10% to 2.9 107. The results were repeatable under the
experimental conditions. The wall temperatures along the ver-
tical center line were about uniform to within 0.2°C. The two-
dimensionality assumption on the heater wall was reasonable
around this center line but did not hold as well near the two
ends.

If an average heat transfer coefficient / can be obtained for
the heated wall such that

Q=A(HW)AT

then an experimental Nusselt number Nu, can be defined as
hH/k, or

Q
Nu, = 1
Ye = war )
where
AT=Ty~T, 2

In the calculation of the results, the properties are evaluated at
the film temperature T, where

Ty=(Tu+To)/2 3)
The Rayleigh number is defined as
Ra=gBATH? /v “

The experimental data can essentially be separated into two
regions. For Ra greater than or equal to 107, the data points lie
on a straight line with Nu, varying with Ra to the power 0.243.
From Ra=1.5x10% to 107, the data points follow a smooth
rising curve, then the slope levels off and approaches the
asymptotic relation dependence for higher Ra. Physically, at
low Ra, conduction and convection jointly contribute to heat
transfer. As Ra increases, convection gradually increases the
rate of heat transfer and eventually dominates in the boundary
layer regime. The approach of the heat transfer to that of a
vertical heated flat plate [15] agrees with the conclusions from
the experimental work of Sernas and Kyriakides [4].

The errors in the data points presented in Fig. 3 involve both
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Ra and Nu,. The error in the measurement of the temperature
difference AT included both the uncertainties for the wall
temperature Ty, of about 0.2°C, and the ambient water
temperature T,,, of 0.1°C. This yielded, for the range of
temperature difference considered, an error in Ra from 22 per-
cent for the low Ra value to 2 percent for the high values.
Error in the experimental Nusselt number Nu, as defined in
equation (1) included both the errors in Q, about 18 percent as
stated previously, and those in A7 This gave a percent error
for Nu, from 28 to 18 percent for low to high Ra values.

In another set of experiments, velocity and temperature pro-
files were obtained in a shallow open cavity for Ra=1.05 x 10°
and Ra=1.27 x 107, The basic flow patterns were essentially
the same for both values of Ra. Fluid was drawn horizontally
into the cavity toward the heater wall. As the fluid was heated,
it rose, turned around 90 deg, and accelerated slightly as it
moved toward the opening. The fluid went out of the opening,
up the vertical wall, across horizontally as the top layer in the
water tank, down the cooling plate, and completed its cycle
when it was drawn toward the opening. This was the dominant
fluid motion. Very little movement occurred in the lower half
of the tank. This region was thermally stratified and relatively
stagnant. The fluid was drawn into the cavity from the fluid
layer situated in the tank at the same depth as the cavity open-
ing. In a real situation, the fluid could be expected to be drawn
into the cavity radially, as if by suction. The experiment
showed that the flow was essentially steady and two dimen-
sional except near the end walls.

Ra =106

Figure 4 shows the horizontal velocities measured for
Ra=1.05x10¢ (AT=1.4°C, T,=12.8°C, Pr=8.7). The
temperature profiles are presented at several locations. Con-
servation of mass across each section is good to within 12 per-
cent. The temperature profiles are essentially stratified or
linear inside the outgoing flow at the top part of the cavity,
and are uniform at almost the ambient temperature for the in-
coming flow. The outgoing and incoming flows occupy
roughly equal upper and lower halves of the cavity except near
the opening where the outgoing flow accelerates. The outgoing
flow occupies about 32 percent of the cavity opening and has a
pointed profile as the hot fluid goes up and out of the opening.
The incoming flow has a shape different from the expected
smooth round profile. It shows a ‘““bump’’ near the bottom
part of the entrance. This occurred during the experiment
when the natural convective flow went up to the lower vertical
wall of the tank, which was warmer than the surrounding
water due to insufficient insulation. In the flow region just
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outside the cavity, the incoming flows are essentially horizon-
tal. The temperature profile in the outgoing flow is not linear
at the opening as the upper part of the incoming flow is
warmed by conduction. The temperature profile at the bottom
of the incoming flow illustrates the effect of natural convec-
tion up the vertical wall.

Figure 5 presents the vertical velocities near the opening.
The wall plume profile is very well defined at 1.3 cm from the
top of the cavity. Its shape compares well with that of a plume
arising from a line thermal source on an adiabatic wall [16].
Vertical velocity profiles due to natural convection along the
lower vertical wall are not smooth. The flow is driven by both
natural convection and suction toward the cavity. At the mid-
cavity depth, the vertical velocities are essentially zero.

Ra=10"

Velocity and temperature profiles have also been obtained
for AT=7.4°C and T, =21.3°C. This gives Ra=1.27x 107
and Pr=6.2. Figure 6 shows the horizontal velocities.: The
outgoing flow occupies a narrower passage and has a higher
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maximum velocity than the incoming flow. The incoming flow
at the opening has a smooth profile. The natural convection
up the lower vertical wall was eliminated at higher tank
temperatures, closer to the room temperature during the ex-
periment. The incoming flow again enters horizontally due to
stratification in the tank. The outgoing flow occupies 23 per-
cent of the opening. The narrowing of the flow width is ac-
companied by a more pointed velocity profile. The ap-
proaching flows from the far field have patterns similar to
those for Ra=10°, except for the higher velocities at levels
above the top of the cavity. They are due to increased entrain-
ment to the wall plume along the upper vertical wall. The
temperature profile at the opening is masked by the stratifica-
tion of the fluid in the tank. Because of increased heating, the
stratification effect becomes more severe. This can be ob-
served from the uneven temperature profile at 5.1 cm from the
opening,.

Figure 7 shows the vertical velocities near the opening. The
flow along the lower vertical wall is very small. The vertical
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velocities are zero around midcavity depth as the approaching
flow enters the cavity horizontally. The wall plume profiles are
well defined, with increased buoyancy effect at the higher Ra.

Vertical velocities at the heater wall were also measured in
spite of the difficulties encountered as explained earlier.
Figure 8 shows the cases for Ra=10% and Ra=107. Even
though the heat transfer results resemble those for a-flat plate,
the velocity profiles are different. Downward flows are pres-
ent to supply entrainment to the upgoing flow. These are the
effects of the restrictive horizontal walls.

It should be pointed out that the two different Ra cases lie
within a close range and the flow and heat transfer
characteristics are quite similar. They are investigated to ex-
amine the general trend of changes with varying Ra.

For both Ra cases, the temperature measurements were ac-
curate to 0.1°C in the whole field outside the thermal bound-
ary layer and the accuracy from the LDV system was 0.03
cm/s for the velocity measurements.

Discussion

One of the objectives of the present study is to obtain an
understanding of the flow characteristics near the open
boundary. Different regimes of flow near the open boundary
have been observed in the experiments. The outgoing flow is
made up of hot fluid force driven by the cavity heating and
this fluid also “‘escapes’’ from under the restrictive horizontal
wall. When the horizontal exit velocities are not high enough
to form a buoyant jet, as in the experiments, a wall plume rises
up the vertical wall above the opening. This plume entrains
fluid from the ambient surrounding. The approaching flow
from the ambient far field feeds this entrainment and also the
incoming flow entering the cavity. When the fluid is thermally
stratified, this approaching flow is essentially horizontal, pro-
ceeding right into the cavity. If there is little stratification, the
flow is expected to approach radially toward the lower part of
the opening which acts like a mass sink. The flow along the
lower vertical wall arises from suction toward the opening and
also from a possible natural convective flow when this wall is
at a higher temperature than the ambient. Thus the incoming
flow at the opening is affected by these various external condi-
tions. In addition, flow separation due to the flow turning
around the corner may occur if the velocity is high enough.
However, this was not observed in the experiments.

If Ra is small, or if the cavity is sufficiently shallow (long),
flow inside the cavity can closely resemble that in a core region
where the flow is everywhere parallel to the horizontal walls.
In the experimental study the flow inside the cavity remains
“‘unicellular’’ throughout. No recirculation or secondary cell
was observed. The open boundary seems to produce a stabiliz-
ing effect in allowing the strongly driven flow to escape freely.

Journal of Heat Transfer

The absence of an opposing shear flow from below, in con-
trast to that of a closed enclosure, may be the reason for this
phenomenon.

The major conclusion of this study with an open boundary
condition is that the outgoing flow is forced by the cavity
heating while the incoming flow is affected by the external
conditions. The overall flow near the open boundary is rather
complicated and will be an interesting subject for further
investigation.
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Pseudo-Steady-State Natural
Convection Heat Transfer Inside a
Vertical Cylinder

Y.S. Lin The SIMPLER numerical method was used to calculate the pseudo-steady-state
natural convection heat transfer to a fluid inside a closed vertical cylinder for which

R. G. Akins the boundary temperature was spatially uniform and the temperatures throughous
Mem. ASME the entire system were increasing at the same rate. (Pseudo-steady state is com-

parable (o the steady-state problem for a fluid with uniform heat generation and
constant wall temperature.) Stream functions, temperature contours, axial
velocities, and temperature profiles are presented. The range of calculation was
0.25<H/D<2, Ra<10’, and Pr=7. This range includes conduction to weak fur-
bulence. A characteristic length defined as 6 X (volume)/ (surface area) was used
since it seemed to produce good regression results. The overall heat transfer for the
convection-dominated range was found to be correlated by Nu=0.519 Ra®%,
where the temperature difference for both the Nusselt and Rayleigh numbers was the
center temperature minus the wall temperature. Correlations using other
temperature differences are also presented for estimating the volumetric mean and
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minimum temperatures.

Introduction

Natural convection in enclosures commonly occurs in
nature and in technological applications. This phenomenon
plays an important role in such diverse applications as cooling
of cans of beverages, heating of buildings and fluid storage
vessels, emergency cooling of nuclear reactors, temperature
stratification in cryogenic fuel tanks, and cooling (heating)
chemical reactors generating (consuming) heat uniformly, to
name but a few. In these cases, the fluid is driven by density
variations in a body-force field, and the flow pattern depends
critically on the applied heating conditions and the bound-
aries. These kinds of systems are governed by the
Navier-Stokes equations, but, due to the complexity of the
equations and the coupling of the dependent variables, general
analytical solutions are still not possible. Most previous
research efforts have been based on experimental work and,
recently, on numerical approaches.

The purpose of this work was to aim for an improved
understanding of internal natural convection problems.
Recently there has been substantial work on the analysis of
thermal convection in vertical cylinders heated from below
and in cylindrical annuli. In the following introduction we
only mention work with two-dimensional temperature gra-
dients and within single vertical cylinders. A characteristic of
this group of studies is the existence of a surface heat source or
a heat sink, but not both.

Previous studies include a step change in the wall
temperature of cylinders with H/D ratios from 0.75 to 2.0 by
Evans and Stefany [1]. For Rayleigh numbers (based on initial
temperature difference and diameter) from 6 x 10 to 6 x 107,
the heat transfer was correlated by Nu=0.55 Ra%2?%, Evans et
al. [2] have presented a thorough treatment of transient
natural convection in a partially filled vertical cylinder sub-
jected to a uniform side wall heat flux. A range of Grashof
numbers from 10° to 10", H/D ratios from 1 to 3, and
Prandtl numbers from 2 to 8000 were studied, encompassing
both laminar and turbulent flow regions.

Natural convection heat transfer of a uniformly heat-
generating fluid is difficult to achieve experimentally. In
Murgatroyd and Watson’s [3] experiments, a solution of HCI
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(3<Pr«9) was heated by passing an alternating current be-
tween two copper electrodes, one at each end of the cylinder.
A high flow rate of cooling water around the outside of the
cylinder was used to keep the wall temperature constant and
uniform. Modified Rayleigh numbers, based on rate of
heating per unit volume, from 2x 10% to 3 x 10 were used
(which corresponded to laminar flow). This type of system can
be numerically simulated by a uniform internal heat source or
by pseudo-steady state. The analogy between pseudo-steady
state and uniform internal heat source has been discussed by
Daney [4]. Daney used a cooling bath to provide a constant
temperature difference between the internal fluid and the
cylindrical vessel wall. The cooling rate was controlled by the
amount of evaporation from the cooling bath; therefore a
specific bath fluid was required for each temperature dif-
ference desired. Horizontal temperature gradients were found
to be negligible for the insulated ends of the cylinder. Vertical
temperature distributions as well as Nusselt numbers were
reported for Rayleigh numbers from 7 x 10® to 6 x 101,

Efforts to solve pseudo-steady-state (or uniform heat
generation) natural convection inside vertical cylinders with
moderate height-to-diameter ratios by analytical methods has
received limited attention. Seemingly, there has been no
previous work using primitive variables to solve this problem.
The only solution available was presented by Kee et al. [5],
who used the stream function-vorticity method to formulate
the uniform heat generation problem. An instrumented
cylinder containing radioactive tritium gas was used 0
demonstrate experimental and analytical agreement. Their
work provided a valuable comparison for the lower Rayleigh
number results of this paper.

Compared with experimental investigations, the proper
numerical method can offer the advantages of low cost, high
speed, the ability to provide complete information, and ease
of application to different conditions. Numerical results re-
quire the solution of the Navier-Stokes and energy equations,
which are highly nonlinear and inseparably coupled. For this
case of natural convection, the temperature gradient is the on-
ly driving force for flow; therefore, both fields are coupled
and must be calculated simultaneously. This substantially in-
creases the difficulty of calculation compared to forced con-
vection problems where the flow field is usually determined
prior to temperature field. In addition to the complexity of the
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equations, a wide range of parameters must be taken into ac-
count. In usual applications, the Prandtl number covers about
five orders of magnitude and the Rayleigh number can span
ten orders of magnitude. These facts make the calculation
algorithm not only difficult, but also parameter dependent.

The Semi-Implicit Method for Pressure-Linked Equations,
Revised (SIMPLER) algorithm was proposed by Patankar and
is fully described in his book [6]. The essence of the algorithm
is to successively correct the pressure field so as to satisfy the
boundary conditions and the continuity equation with the
velocities calculated via the momentum equations. Recently,
this method has become a powerful tool for solving fluid flow
problems, and numerous papers based on it have been
published. However, Pollard and Thyagaraja [7] pointed out
that this method appears to encounter convergence difficulties
when the momentum equations are driven by body forces,
even if no physical instability occurs. They proposed a
Pressure Reduction by Force Decomposition (PRFD) method
in conjunction with the SIMPLE algorithm to avoid numerical
instability. A new variable as function of position was defined
and a Poisson equation was solved in addition to the govern-
ing equations.

Formulation of the Problem

The system studied consisted of a fluid completely enclosed
in a vertical cylinder. Initially the fluid was motionless and at a
uniform temperature. Suddenly, the temperature of the
cylinder walls (top, bottom, and side) underwent a step
change. A transient period started, during which the fluid
temperature and velocity changed with time due to heat con-
duction through walls and natural convection inside the
cylinder. Following the step change, the wall temperature was
also adjusted dynamically to sustain a constant wall-to-center
temperature difference equivalent to the step change. Calcula-
tion were carried out through the transient period until
pseudo-steady state was reached, at which time the
temperature difference between any two points in the fluid
was time invariant.

To formulate this problem, it was assumed that: (1) all
variables were f-direction independent; (2) the fluid was
viscous and incompressible; (3) dissipation terms were negligi-
ble; and (4) all physical properties were constant except for the
density in buoyancy term, which was expressed as a linear
function of temperature (the Boussinesq assumption)
p=po(1 = B(T—Ty)). If pressure is defined as

P=p—(py—m)=p+pog2 M
where p is the actual pressure at any point in the fluid, p,, is the

cylinder, then P is a pressure term without hydrostatic in-
fluence. Using the following dimensionless variables

tl
r=r"/D,z=2'/D, t=—s—
N D*/7)
b o= U, Y @)
r (/DY *" (/D)
T _ Tl_Tol B PI
Tw/_TOI T p(V/D)Z

the governing equations can be expressed in the following
dimensionless form

a(rv,)  o(rvy)
+—*=0 3
or 0z 3
av, N av, . av, aP v? v, @
v,—L = —— -
a  "ar ‘oz or )
dv, av, dv, apP
—+u,—= =—— 4 V2 +GreT 5
ar U TVap g TV O ©)

aT aT aT 1

—+V,——+V,—=—V?T 6
ot or V2 0z Pr ©
with dimensionless initial conditions of

T=0,v,=v,=0 fort=0 @)

and dimensionless boundary conditions of

v,=v,=0,T=T,+1 at solid boundaries 6]
dv, aT
=—Zt=——=0 atr=0

vr or  or

where all unprimed variables and operators are dimensionless.

The distribution of the local heat flux may be evaluated
from Fourier’s law, ¢’ = —k(37'/dn’) since the convective
terms are zero at the boundaries. Letting n=n'/D, the local
and the overall Nusselt numbers (based on diameter) can be
expressed as

Nu,* = A D = ——— (local) 9)
k on
L Nu, *dA
Nu*= (overall) (10)

In defining the Rayleigh and Nusselt numbers, several
characteristic lengths were evaluated. The following gave the
best correlation

hydrostatic pressure of a column of fluid at the reference L—6e volume [ 3(H/D) ]zD-f 11
temperature, and 7 is a reference pressure at the bottom of the surface area 1+2(H/D)
Nomenclature
A = area
D = diameter g = heat flux v2 = two-dimensional Laplacian
f = H/D function, equation (10) r = radial position operator
& = acceleration of gravity Ra = Rayleigh number based on L
Gr = Grashof number t = time Subscripts
h = heat transfer coefficient T = temperature ¢ = center
H = height V = velocity 0 = initial
k = thermal conductivity z = axial position r = radial-component property
L = characteristic length=D-f a = thermal diffusivity w = wall
n = normal vector B = coefficient of thermal ex- x = local variable
Nu = nusselt number based on L pansion z = axial-component property
p = actual pressure p = dynamic viscosity .
Py = hydrostatic pressure =1 — pygz v = kinematic viscosity Superscripts
P = p +poez x = .reference pressure ’ = dimensional variables
Pr = Prandtl number p = density * = based on diameter
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Fig. 1 Stream function contours for H/D=1 cylinder; maximum

{minimumj stream function value of each circulation is shown after Ra

This choice of L also had the following advantages: (1) L =D
when D=H; (2) L takes into account both D and H: When
they are close, more weight is put on the smaller of the two,
which is intuitively realistic; (3) L depends only on the smaller
dimension as one becomes very large compared to the other.
The Rayleigh number and the Nusselt number using L and D
can be related as

Nu=f Nu*
Ra=/* Ra*

(12)
(13)
Numerical Method

The equations above, with the associated initial and
boundary conditions, provide a complete mathematical
description of the problem. These equations were solved by
the SIMPLER algorithm which is briefly described here. The
grid structure was based on the Marker and Cell (MAC)
method of Harlow and Welch [8], which involves the use of
primitive variables (velocities, pressure, and temperature). A
special feature was that the grid points at which the velocity
components were computed were shifted along the coordinate
direction to the edge of the control volume where other fields
were computed so that there was a close relationship between
the velocities and the motive pressure differences. The partial
differential equations were discretized by a power-law scheme
[9]1. The resulting finite-difference equations included the
velocity equations, temperature equation, and pressure equa-
tion. The pressure equation was derived by substituting the
velocity (in terms of the pressure) into the equation of con-
tinuity. This method made the velocity field satisfy continuity
only if the correct pressure field was also employed. A line-by-
line method was used to simplify the solution of the general
MN-variable system to iteratively solving MN-variable and
NM-variable tridiagonal systems.

The calculation parameters were Rayleigh number and the
height-to-diameter ratio. Cases with a Rayleigh number up to
107, H/D of 0.125, 0.25, 0.5, 1, and 2 were calculated. A
Prandtl number of 7 was used, corresponding to water;
however, the influence of the Prandtl number was not ex-
pected to be significant since it is generally accepted that
steady-state natural convection can be described by geometric
parameters and the Rayleigh number alone when the Prandtl
number is greater than 5. To further support this, two cases
(with the Prandtl number equal to 7 and 180, Ra=10°, and
H/D=1) were calculated for comparison, and the resulting
temperature profiles coincided exactly.

To establish the finite-difference equation involving
boundary points and to solve the discontinuity problem at the
boundary, the harmonic-mean method of Patankar [10] was
used. Considerably finer grids were applied to the region close
to the boundaries to reduce errors due to this boundary condi-
tion approximation and rapid changes in that area, and to in-
crease the accuracy of heat flux calculations. Grids of 10 x 10,
10x 28, and 19 X 19 were generally used and the results were
determined to be grid independent by a comparison of solu-
tions obtained with different grids.

312/ Vol. 108, MAY 1986

-
o
re

)

_..kenter

bottom

(8) Ra = 10°
0.012

(c) Ra = 10°
0.113 0.475

(e) Ra = 8 x 10°

2.5
-0.22 -0.5
0.35

Fig. 2 Stream function contours for H/D = Y2 cylinder; maximum (and
minimum) stream function value of each circulation is shown after Ra

(@) ra = 10°
1.40

— top

Co

bottom

wall

--Senter

(a) ®a = 10° () Ra = 10* (c) Ra = 10°
0.007 0.07 0.4
g (Zgiziiz::ii;:j i ‘1IIIIIII
) Ra = 10° (e) Ra = 10°
0.48 1.25
-0.04 0.2
0.23
-0.04

Fig. 3 Stream function contours for H/D = %4 cylinder; maximum (and
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The pseudo-steady-state solution was calculated by
marching through transient steps until temperatures at all grid
points were changing at the same rate. The size of a time step
was determined by assuming that the change between two con-
tiguous steps was inversely proportional to the step size.
Smaller initial dimensionless time steps were required for
larger Rayleigh numbers. Time steps from 103 to 1077, cor-
responding to the Rayleigh number of 10 to 107, were used.
The size of the time steps increased as the calculation ap-
proached steady state.

Patankar [6] suggested that this scheme would not converge
without underrelaxation of the momentum and energy equa-
tions. However it was found that for small Rayleigh numbers,
or for small time steps, or close to steady state, the use of the
underrelaxation coefficient would greatly overdamp the
response resulting in excessive computer time. Therefore, dif-
ferent relaxation coefficients, ranging from 0.3 to 1, were
used, depending on the convergence rate.

Results

The results are presented in the form of streamline and
isotherm contours. Axial velocity and temperature profiles at
several heights and Rayleigh numbers are also presented to
provide supplementary information. Heat transfer results aré
presented as the Nusselt number versus Rayleigh number.
Local Nusselt numbers are then discussed to give details about
heat transfer at the boundaries,

Streamlines. Stream functions were assumed zero at all
solid boundaries and were calculated by integrating the veloc-
ity field. Integrations along both axial and radial directions
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Fig. 4 Temperature contours for H/D = 1 cylinder; contour values equal
1.0 at the solid boundary and 0 at the center; 0.2 increments
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were made to check the accuracy. Representative streamline
contours are presented in Figs. 1-3. Each figure consists of
five diagrams, each showing the right-hand half of the vertical
cross section passing through the center of the cylinder for
various Rayleigh numbers.

Figure 1 shows results for H/D=1. The main feature of
these flow fields is the circulation up along the heated side wall
and down through the center core. The dimensionless stream
function y provides a direct index of the volumetric flow rate.
The ¢ values for larger Ra were substantially higher than those
for smaller Ra, indicating increased circulation. For Ra=< 103,
conduction dominates and there is horizontal symmetry. In
reality, there is no flow if the Rayleigh number is smaller than
a critical value. However, due to the fact that dissipation
terms were neglected, the existence of flow was predicted even
for an infinitesimal driving force. As the Rayleigh number
and, thus, convection increases, the center of the circulation
moves downward and then toward the side wall. This indicates
that convection is stronger in the region closer to the side wall
and the bottom. When the Ra is greater than 103, a secondary
(and reverse) flow begins in the vicinity of the bottom center.
For larger Rayleigh numbers, multiple circulations were
found. Flow patterns of this type have been observed ex-
perimentally [11] in cubical enclosures. Figures 2 and 3 are
similar to Fig. 1, with H/D equal to 0.5 and 0.25, respectively.
As H/D decreases, the vertical confinement increases and
stronger top-to-bottom symmetry is evident. In Fig. 3 the side
wall is so remote (relatively) that there is a large central region
without significant primary circulation, leaving room for the
development of multiple cells, The heat entering through the
top tended to stabilize the fluid motion, so the multiple cir-
culations occurred in the lower part of the cylinder. It should
be noted that both Fig. 3(c) and (d) are stable solutions for
Ra=103 (this will be discussed later). Since changes in H/D
did not influence the major flow structures significantly in this
range, it was thought that other characteristics such as the
Nusselt number might also be correlated without considering
H/D as a parameter.

Isotherms. Figures 4-6 present dimensionless tem-
peratures in the same format as the streamlines. In inter-
preting these diagrams, it should be remembered that the con-
tour values at the solid walls are defined equal to 1 and those
at the center equal to zero. For small Rayleigh numbers, where
conduction is essentially controlling, the temperature contours
are independent of the Rayleigh number and are characterized
by top-to-bottom symmetry. As convection increases, the
minimum temperature moves from the center downward and
then toward the wall. The relative increase in the temperature
at the bottom of the center core provides the driving force for
a rising flow along the center line. This can lead to the forma-
tion of secondary circulation in the flow field. At high
Rayleigh numbers, when the minimum temperature is close to
the side wall and the bottom, thermal boundary layers which
are found in this region are indicated by a crowding together
of the isotherms adjacent to the walls; vigorous heat transfer is
to be expected in this region. When Ra=10°¢ the isotherms
close to the bottom become wavy and develop into the multi-
ple circulating flow patterns. The convergence of the
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Fig. 5 Temperature contours for H/D =0.5 cylinder; contour vaiues
equal 1.0 at the solid boundary and 0 at the center; 0.2 increments
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Fig. 6 Temperature contours for H/D =0.25 cylinder; contour values
equal 1.0 at the solid boundary and 0 at the center; 0.2 increments

numerical calculations for these high Rayleigh number cases
was much slower and the error terms could only be reduced to
small values, but not to zero. Thercfore, it may be that the
unevenness observed in the isotherms is due to numerical in-
stabilities in the calculation scheme. Since similar flow pat-
terns have been observed experimentally, it seemed worth-
while to report them here, Even at the high Ra numbers, the
isotherms at the walls were smooth and the overall heat
transfer was not significantly affected by the unevenness far-
ther from the bottom.

In addition to the overall temperature distribution, there is
another noteworthy effect of H/D on temperatures. For
H/D=1 the center line temperature is mostly influenced by
the hot fluid that circulates from the side walls across the top
of the cylinder and down the center. This global circulation
pushes the minimum temperature toward the bottom. As H/D
decreases, the influence of side walls becomes smaller, and the
center temperature is additionally affected by the upward
movement of hot fluid from the bottom. This elevates the
minimum temperature location. The heating effect of the bot-
tom becomes increasingly important as the H/D ratio
decreases. For H/D of 0.25 and Ra between 8x10* and
2 x 10%, two solutions were found for the same Ra. Diagrams
(¢) and (d) of Figs. 3 and 6 present these two solutions for
Ra=10°.

Axial Velocity Profiles. Figure 7 shows several axial
velocity distributions in a cylinder with H/D=1. Each
diagram presents profiles at three different vertical positions:
one at the center (designed by ¢), one at one-quarter height
from the top (¢), and one at one-quarter height from the bot-
tom (b). In Fig. 7(a), profiles ¢ and b coincide, indicating top-
to-bottom symmetry. Also, the maximum axial velocity occurs
in the central downward flow. At higher Ra numbers (Fig.
7b), a boundary layer develops at the side wall, which is in-
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Fig. 9 Effect of the Rayleigh number on the temperatﬁre distribution
for H/D =1 and at midheight

dicated by the increased velocity gradient next to wall and the
large, constant velocity region in the center. The magnitudes
of the maximum positive and negative velocities are about the
same. For even higher values of Ra (Fig. 7c), the boundary
layer becomes thinner and the center core larger, except in the
bottom region where a secondary circulation is located. At
high Rayleigh numbers, the maximum positive velocities are
much greater than the maximum negative velocities.

Temperature Profiles. Figure 8 shows temperature pro-
files of three Rayleigh numbers at three different heights, the
format and nomenclature being the same as Fig. 7. These pro-
files correspond to temperature contours presented in Fig. 4;
therefore no further description is provided here. Figure 9 is
provided to show the effects of increasing Rayleigh number.
Six temperature profiles at the midheight of the cylinder with
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Fig. 10 Heat transfer correlation for vertical cylinders; AT =(T,, — T;)

H/D =1 are plotted with the smallest Ra of zero representing
conduction. The increasing slope at wall and the increasing
center core region show the development of the boundary
layer at the side wall.

Heat Transfer. Figure 10 shows the relationship between
the overall Nusselt number and the Rayleigh number. In defin-
ing the Nusselt and Rayleigh numbers, a characteristic
temperature difference of (T, — T,) was used since that would
be the easiest to measure practically. Other temperature dif-
ferences were also used and their effects will be discussed. The
low Rayleigh number region of Fig. 10 shows horizontal lines
for the various H/D ratios, indicating that conduction
dominates the heat transfer. Hence, when conduction is the
only significant mode, the Nusselt number depends only on
the H/D ratio. As the Rayleigh number increases, the curves
for different H/D ratios merge into one straight line. This in-
dicates that the overall heat transfer rate does not significantly
depend on the configuration ratio for 0.25<H/D <2 and Nu
and Ra can be successfully correlated by Nu=a-Ra®. Table |
lists the values of the coefficients @ and b for several Rayleigh
numbers based on different characteristic temperature dif-
ferences. The temperature difference for defining the Nusselt
number in Table 1 was (7, — 7,). By knowing the Rayleigh
number based on any of these temperature differences, the
Nusselt number may be determined, and then the other two
temperature differences can be calculated. Note that the cor-
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Table 1 Coefficients for heat transfer correlation

Temperature Correlation coefficient
difference a b R?
wall-mixed-cup 0.727 0.234 0.971
wall-center 0.519 0.255 0.963
wall-minimum 0.536 0.248 0.967
Helght Height
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Fig. 11 Local Nusselt number for H/D =1 cylinder; ----- is the mean

relations for the three different definitions are not significant-
ly different as far as ability to fit the data is concerned.

It is important to notice the hysteresis in the data for
H/D=0.25 and 8§ x 10 <Ra<2x10°. As H/D is decreased,
the importance of the heat transfer through the side walls is
also decreased, and the problem evolves into one of horizontal
plates in which the bottom has greater influence. As previous-
ly mentioned, the pseudo-steady-state results were approached
by marching through transient time steps until no significant
changes were observed. But, in this hysteresis region, the tran-
sient terms oscillated between two small values instead of
decreasing monotonically toward zero. The hysteresis
represents the solutions at these two minimums. The two solu-
tions are considerably different in detail (e.g., one versus two
circulation patterns) which shows up as a 10-20 percent dif-
ference in the Nusselt number. The hysteresis phenomenon is
believed to represent the transition between a side-wall
dominated process and one in which the bottom has the major
influence. The arrows in Fig. 10 are to indicate that the solu-
tions on the upper branch of the hysteresis are similar in shape
to those at higher Rayleigh numbers, whereas the solutions on
the lower branch are similar to the solutions at lower Rayleigh
numbers. Due to the complexity of the phenomenon, ex-
trapolation of these results to smaller H/D ratios is not
recommended.

Figure 11 shows the typical local Nusselt number distribu-
tion for the /D = 1 cylinder. The dashed line in each diagram
is the mean Nusselt number for the cylinder. The local Nusselt
numbers along the top and bottom of the cylinder are plotted
versus radius, whereas the local Nusselt number for the side
wall is plotted versus height. Figure 11(a) shows the case for
conduction. As expected, the local Nusselt numbers of the top
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O Kee's experiment
-~ — Kee's calculation
this work 7

Ra

Fig. 12 Comparison of heat transfer results with those of Kee [5]; error
bounds of the experimental data are also shown

(D

(a) Temperature

(b) Stream Function

Fig. 13 Comparison of the temperature and stream function contours
with Kee’'s [5] (at left): H/D =1.315, Pr=0.7, Ra=1.21 x10%

and bottom walls coincide. In Fig. 11(b), as Ra increases to
103, the local Nusselt number at the bottom increases, while
that at the top decreases, causing the mean Nusselt number to
remain essentially unchanged. Thus, if only the overall Nusselt
number was observed, one might conclude that there was no
convection when the Rayleigh number was 103. Further in-
crease in Ra, Fig. 11(c), shows the development of a region of
constant Nusselt number at the top and an increased impor-
tance of heat transfer through the bottom. The position of the
maximum local Nusselt number on the side wall also moves
downward. All of these effects are due to the movement of
minimum temperature down the center line. For even larger
values of Ra the minimum temperature moves off of the
center line and, as a result, the maximum local Nusselt number
on the bottom no longer occurs at the center. This is shown in

Fig. 11(d).

Discussion

The numerical and experimental results of Kee [5] may be
used for comparison with these results at low Rayleigh
numbers. Figure 12 shows the comparison, with their ex-
perimental data at Ra of 1.21 x 10* and 5.76 x 10* included.
According to Kee’s paper, their numerical results were well
within the experimental error, and the low values of the
measured heat transfer rate were explained by the nonuni-
formity of the wall temperature. Figure 13 is another com-
parison with the work of Kee. In Fig. 13(a), the same values of
the temperature isotherms are presented for this work and that
of Kee. Although the stream functions in Fig. 13(b) look
almost identical, they may have different contour values since
the numerical values were not given in Kee’s paper. Generally
good agreement was found between these two results except in
the very low temperature regions.

In this work, the low temperature range (usually between
—0.2 and —0.4) became unstable as the Rayleigh number in-
creased to over 107. There are several possible reasons for this
phenomenon. Pollard [7] has pointed out that the SIMPLE
method might diverge, even if no physical instability occurs, if
the momentum equation is driven by the body force. Another
possible cause could be the transition from laminar flow to
weak turbulence. McLaughlin and Orszag [12] have studied
the transition of the Benard convection to turbulence in a flat

MAY.1986, Vol. 1081315

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



layer system. It is believed that the development of unstable
solutions from a state of steady convective flow may be
qualitatively described by their study. However, these two
systems are too dissimilar to make quantitative comparison.
According to Raithby’s [13] analysis, finite-difference
methods are subject to false diffusion error if the flow is not in
the direction of a grid line. However, the results will still be
reasonable as long as the true diffusion is significantly greater
than the false diffusion. The false diffusion coefficient is pro-
portional to the velocity and is greater for larger grid sizes.
This may explain why the unstable phenomenon only occurs
for the very high velocity cases and at large grid size areas. In
addition, the grid size used may not be small enough to ac-
curately produce the details of the complex flow patterns. The
purpose in mentioning the unstable phenomenon is to indicate
the upper bound of this work and to show that the numerical
scheme was functional to that point.

Conclusions

A numerical method was used to investigate pseudo-steady-
state natural convection inside a closed vertical cylinder. The
range of parameters was 0<Ra=<107, Pr=7, and H/D=1/4,
172, 1, and 2. The results include the stream function con-
tours, isotherms, heat transfer coefficient correlation, and
profiles of the axial velocity, temperature, and local Nusselt
numbers. The following were concluded from the study:

1 The heat transfer for all H/D ratios was successfully cor-
related by Nu=0.519 Ra%?% based on the wall-to-center
temperature difference.

2 The heat transfer results for all H/D ratios investigated
were similar as long as the special characteristic length (de-
fined by 6 X volume/surface area) was used. The use of this
characteristic length was essential for correlation of the data
since neither A nor D alone was sufficient to characterize the
system dimension.

3 Secondary flows were observed for Ra=2x 10° and for
all H/D ratios.

4 Two solutions were found for the case where H/D=0.25
when 8Xx 10*<Ra=2x10%, which may represent an actual
sustained oscillation in the natural convection process.

316/ Vol. 108, MAY 1986

5 Based on the local Nusselt number, the heat flux through
the bottom was found to be higher than that through side wall,
which, in turn, was much higher than that through the top,
The maximum flux for large Rayleigh numbers was located at
about 0.15D from side wall on the bottom, and 0.15H from
the bottom on the side wall. This location is closely associated
with the minimum temperature location.
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Introduction

In order to investigate double-diffusive phenomena
relevant to many engineering and geophysical systems [1, 2],
considerable attention has been given to initially isothermal,
salt-stratified solutions which are thermally destabilized by
bottom heating [3, 4]. In such systems, the mixed layer which
develops above the heated surface expands into and transfers
thermal energy to the overlying stratified fluid. In other
systems of interest, bottom heating may be achieved by the
absorption of applied irradiation. Such a destabilizing heating
process is relevant to the salt-stratified solar pond [5],
radiative heating of walls adjacent to cool binary gas mixtures
in combustion systems [6], and to salt-stratified layers in the
ocean [7].

Recently a one-dimensional turbulence model was suc-
cessfully used to predict mixed-layer growth, as well as
temperature and salinity profile development, in a salt-
stratified system electrically heated from below [8]. Model
predictions of mixed-layer growth and temperature profiles
were confirmed by comparison with experimental results. In
addition, one-dimensional models for radiative transfer in
liquid systems have been developed and experimentally
verified [9, 10]. With these models well established, it is now
possible to use a hybrid turbulent/radiative transport model
to predict the response of salt-stratified solutions to an im-
posed radiation field. The objective of this study has been to
use such a hybrid model to evaluate the effect of important
radiation parameters on system response. Verification of the
hybrid model is achieved by comparing predicted system
behavior with experimental measurements for a radiatively
driven salt-stratified system [11]. The experiments were
performed in a small test cell containing a salt-stratified fluid
which was irradiated from filtered overhead quartz, tungsten
filament lamps equipped with parabolic reflectors. A
schematic of the physical system is provided in Fig. 1, and
details of the experiments are available elsewhere [11, 12].

Mathematical Model

By assuming one-dimensional transport in the vertical (z)
direction, a turbulent Lewis number of unity, applicability of
gradient diffusion, and appropriate expressions for effective
viscosities and Prandtl numbers, the energy and species
conservation equations for the salt-stratified system may be
expressed as

1Presently at the Department of Mechanical Engineering, The University of
Texas at Austin, Austin, Texas 78712
Contributed by the Heat Transfer Division for publication in the JOURNAL OF
Heat TRANSFER. Manuscript received by the Heat Transfer Division January
28, 1985.
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its bottom boundary. An accepted k-e turbulence model is used to predict the
response of the salt-stratified solution to bottom heating, and a discrete ordinates
solution of the radiative transfer equation is used to predict the radiation field.
Verification is achieved through comparisons of predicted and measured tem-
perature distributions,
calculations are performed to investigate the influence of the radiation source
temperature, bottom surface reflectivity, optical extinction coefficient, and top
surface boundary condition on system response.

which have been previously reported. Parametric

goen=g (o5l 5 o
o (om,)= a% [(pg; ) %(pms)] @

where the radiative flux divergence dF/dz accounts for the
absorption of applied radiation (source term) within the
system.

A one-dimensional low turbulence Reynolds number, k-¢
model [8] is used to evaluate the effective viscosity and
Prandtl number in equations (1) and (2). The k£ and ¢
equations include source terms accounting for buoyant
production or destruction of turbulent quantities due to local
unstable or stable density gradients, respectively. The local
density gradient is determined by evaluating local temperature
and salinity gradients. Vertical turbulence diffusion is con-
sidered, as is dissipation in the k equation and viscous
destruction in the e equation. However, convective transport
and shear production are neglected. A complete discussion of
the turbulence model is provided elsewhere [8].

Values of the source term in the energy equation (1) and the
bottom heat flux resulting from radiation absorption govern
local temperature gradients and, hence, can provide for the
buoyant production of turbulence within the system. The
source term and the bottom heat flux are obtained by solving
the one-dimensional radiative equation of transfer. Using the

Tungsten Filament Lamps
in Pgmbolic Reflectors (T <3000K)

Nearly Collimated Irradiation

/ Glass Long Wavelength Filter
Y
= | Q=7
H-z
lg i 9=§_7f_ g=T
H=140 6 %40 °
R (C-0 Wl ST -
Thermohaline
Zl Solution Substrate (o, =008)

Fig.1 Experimental apparatus and coordinate systems
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coordinate system of Fig. 1, the appropriate form of the
equation is

cos 890 _ _p 4 ﬂS Ly (87, B)sin 07 de’
dT)\ 2 0

where the salt solution is considered to be a plane-parallel,

nonemitting, absorbing, and anisotropically scattering

medium. The net spectral radiation flux at an optical depth

n=B\(H—2)is

)

F)\(T)\)=27T§0 I, (1), cos f)cos @ sin 6d6 @)

Although the radiative flux distribution may be most ac-
curately predicted by employing a multiple-band radiation
model, it was found that a simple two-band model acceptably
predicts system behavior. Since water is effectively opaque to
long wavelength radiation [13], incident radiation of A> 1000
nm which is transmitted by the glass filter of Fig. 1 is assumed
to be absorbed at the top of the salt solution. For the band
below 1000 nm, a spectrally averaged extinction coefficient,
which accounts for spectral variations in source emission,
glass transmission, and the water extinction coefficient, is
used

E)\,SE)\,b ( Ts) T)\,gB)\,wdx
B= 1000 nm (5)
S EnsEnp (T5) Ty gdN

S 1000 nm

A=0

Values of 7,,, By, and €, are available elsewhere [9, 14,
15]. Although salt content can influence the optical properties
of an aqueous solution [16], the degree to which these
properties are affected in the infrared is small [17, 18] and the
available data concerning the variation are minimal. As such,
it is assumed that use of the optical properties of pure water is
valid. A spectrally averaged albedo w was obtained in a
manner similar to 8 and used in conjunction with a highly
forward peaked Henyey-Greenstein approximation
(g4 =0.90) to the scattering phase function [19] in a discrete
ordinates prediction of the radiance, radiation flux, and
volumetric absorption within the fluid. The collimated
irradiation in the semitransparent band was assumed to be
normally incident and was calculated from

1000 nm
S ensEnp (T5) Ty gdN

A=0

O

G(0-1000 nm) = G

o
S)\—O EX,SE)\,bT)\,gd)\

Due to the presence of the glass filter, heat loss from the top
of the thermohaline solution is considered negligible (g, =0),
Also, since the bottom is externally insulated and the ab.
sorbed radiation is conducted to the fluid, the bottom hea;
flux may be expressed as

qp=F (2=0) M

The boundaries at the top and bottom of the system are
impermeable to salt transfer

om amy

az dz
while appropriate boundary conditions for the k& and ¢
equations are discussed in [8]. Appropriate upper and lower
surface boundary conditions for the radiance in the solution
are expressed in terms of the reflectivity of the air-liquid
interface, as determined by the Fresnel equations [20], and the
diffuse hemispherical reflectivity of the bottom surface,
pp =0.08 [11]. The expressions and a discussion of the
solution technique are presented elsewhere [9].

z=0

=0 ®

z=H

Resuits and Discussion

Measured (symbols) and predicted (dashed lines) tem-
perature distributions are shown in Figs. 2 and 3 for ex-
periments 1 and 2, respectively. Temperature distributions
were measured [11, 12] with a rake housing thermocouples
separated by a vertical distance of 4.76 mm near the top and
bottom and 19.05 mm near the center of the 140-mm-deep test
cell. The two experiments were performed with initial
stabilizing salinity gradients of approximately 19 and 24
percent/m. The experimental irradiation was varied by ad-
justing the power to the tungsten lamps, and an optical
pyrometer was used to determine tungsten filament tem-
peratures of 2600 and 3000 K for experiments 1 and 2,
respectively. Values of the total, transmitted irradiation were
1120 and 1720 W/m? and were determined by matching the
predicted and actual internal energy change of the solution
over a period of one hour.

Interferograms taken at t=1 h are shown for both ex-
periments, and a shadowgraph, which was obtained at r=1h
by blocking the reference leg of the Mach-Zehnder in-
terferometer, is shown for experiment 1. The interferometer
was not used to measure temperature (or salinity) profiles
since salinity and temperature gradients are both stabilizing in
the upper portions of the test cell, leading to an irresolvably
fine fringe spacing [12]. Rather, the interferograms were used
to infer mixed layer heights within the system. The vertical
scale on the interferograms and shadowgraph corresponds to
the vertical scale of the temperature distribution. As is evident
in Fig. 2, the height of the mixed layer, denoted by the bright

Nomenclature
¢ = specific heat 0’ = polar angle of incoming
E = emissive power p = scattering phase function radiation for scattering
F = radiative flux Pr = Prandtl number =puc/k p = viscosity
gy, = Henyey-Greenstein phase q = heat flux p = mass density or reflectivity
function coefficient t = time 7 = optical depth
G = total transmitted irradiation T = temperature w = single scatter albedo
h = convective heat transfer z = vertical coordinate (positive .
coefficient at the air-liquid upward) Subscripts
interface B = spectrally averaged extinction b = bottom
H = height of the double-diffusive coefficient for semitrans- e = effective
system parent band g = glass
I = radiance e = turbulence kinetic energy s = source
k = turbulence kinetic energy or dissipation or emissivity t = top
thermal conductivity N = wavelength A = spectral quantity
m, = salt mass fraction ¢ = polar angle w = thermohaline solution
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Fig. 3 Predicted and actual temperature profiles and interferogram of

Experiment 2

horizontal band in the shadowgraph, corresponds to the
disturbance in the interferogram and the inflection point in
the measured temperature profile at z=20 mm. Dark
horizontal lines at the left of the interferograms and the
shadowgraph are shadows of the thermocouples used to
measure the temperature distribution.

Values of the average extinction coefficient and scattering
albedo for experiments 1 and 2, which were determined from
equation (5), are shown in Table 1. The shift of the blackbody
spectrum to lower wavelengths for the increased source
temperature of experiment 2 causes § to decrease and w to
increase. .

The strong absorption of long (A>1000 nm) wavelength

Journal of Heat Transfer

irradiation at the upper surface induces a stable temperature
distribution in the underlying fluid. Shorter wavelength
(A=1000 nm) radiation is transmitted through the air-liquid
interface and is locally absorbed within the remainder of the
system. Bottom heat fluxes of approximately 130 and 300
W/m?, which result from the absorption of transmitted
radiation at the black substrate, induce thermal instabilities in
the fluid and the development of a bottom mixed layer.

Due to the manner in which the irradiation is determined,
comparison between predicted and measured global internal
energy variations is meaningless. However, agreement be-
tween the predicted and measured temperature profiles is
excellent suggesting acceptable prediction of the local
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Table1 Spectrally averaged extinction coefficients and albedos

Experiment T (K)

B~ w

1 2600
2 3000

6.02 0.027
5.01 0.043

Parametric calculations

Base case 5800-

2.34 0.110

5000
4000
3000

Source
Temperature
Variation

2.93
4.01
5.87

0.100
0.070
0.034

5800
5800
5800

Extinction
Coefficient
Variation

4.44
6.66
8.88

0.110
0.110
0.110

1.00

—— T,=3000(K)

/ ——— T,24000

—-—- To=5000

N e 25800
60+

z,mm A\

404 [\ N\ - '

e

204

1
4

0

T T
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Fig. 4 Predicted temperature and salinity profiles at t =1 h for various

radiation source temperatures

20 25

radiative flux divergence. Agreement between the predicted
and measured mixed layer heights at r=1 h, which are
denoted by the inflection point in the predicted temperature
profiles and the discontinuities in the interferograms, is good.
Since experimental salinity measurements are limited to a
single measurement below 20 mm [12], comparison of
predicted and measured salinity distributions is not possible.
However, salt concentration distributions have been ac-
ceptably predicted by the turbulence model for thermohaline
systems in the absence of radiation [8].

It should be noted that corroboration of the data by the
model may be due to compensating errors associated with
uncertainties in measuring 7 and G and/or to applicability of
the model assumptions to the experimental conditions. Higher
order effects such as small beam divergence resulting from
imperfect parabolic reflectors, sidewall reflections, multiple
reflections between the glass cover plate and the air-liquid
interface, variations or fluctuations of optical properties, and
uncertainties concerning values of the optical properties of the
salt solution may also contribute to differences between the
predicted and measured results. Nevertheless, the model does
predict important trends associated with warming of the
surface layers, bottom mixed layer growth, and radiation
absorption at intermediate layer depths. Hence it may be used
to perform parametric calculations of system behavior.

Since the spectral variation of optical properties is large, the
radiation source temperature 7, can have a pronounced effect
on system behavior. To investigate this effect, particularly
with respect to mixed layer growth, T, was varied from 3000
to 5800 K. Fixed conditions for the calculations included a salt
stratification of dm;/dz=10 percent/m, a depth of 100 mm,
and a black (p,=0) bottom. The spectrally averaged ex-

320/ Vol. 108, MAY 1986

tinction coefficients and scattering albedos are shown in Table
1. An increase in the source temperature results in decreased 8
and increased w, and scattering becomes important only at
high source temperatures. Variations in the optical properties
associated with experiment 2 and the parametric calculation
with 7, =3000 K are due to the presence of the glass filter in
the experiment and to the assumption of a radiation source
with a spectral distribution proportional to that of a black-
body in the parametric calculation. In addition, an initial
fluid temperature of 20°C and irradiation of 500 W/m? were
prescribed for each of the simulations.

Predicted temperature and salinity profiles at /=1 h for
various source temperatures are shown in Fig. 4. As T in-
creases, radiation absorption decreases at the air-liquid in-
terface and increases at the bottom substrate. The trend is due
to an increase in the fraction of the incident irradiation in the
semitransparent band (A<1000 nm), as well as to optical
property variations, with increasing source temperature. An
important consequence of this trend is an increase in mixed
layer growth with increasing 7,. Hence, double-diffusive
systems driven by high-temperature radiation sources, such as
solar ponds [5] or the upper layers of the ocean [71], will, in
general, be characterized by deeper and warmer mixed layers
than laboratory systems [8] driven by lower temperature
sources. The salinity distributions show the effects of mixing
driven by unstable temperature distributions above the
bottom surface. The salinity distribution in the overlying
stable region experiences little change except for a very slight
redistribution at the impermeable upper surface. To retain
clarity in the figures, this redistribution has been omitted
from Fig. 4 and subsequent figures.

In a radiatively driven system, substrate reflectivity p, can
also influence mixed layer development. The base casc
(T, =5800) was used while simulations were performed for the
complete range of p,. As seen in Fig. 5, mixed layer growth
may be decreased or eliminated by increasing p,. Such a
control scheme (increasing or decreasing p,) would be useful
when either the maintenance of a stratified specics
distribution, as in stratified-charged combustion studies [6,
21], or attainment of maximum mixed layer temperatures, as
in the salt-stratified solar pond [5], is desirable.

Optical properties of the thermohaline solution also affect
mixed layer heights and temperatures, as shown in Fig. 6.
Temperature and salinity profiles were predicted for T, = 5800
K and p,=0, while the extinction coefficient in the
semitransparent band was increased from 2.34 to 8.88 m '.
The scattering albedo was held at the base case value of 0.11.
With increasing (3, there is increased absorption in the upper
regions of the thermohaline solution and a corresponding
reduction in the bottom heating rate. Hence, the mixed layer
height and temperature decrease with increasing 8. As such,
the ‘‘turbidity”’ of a thermohaline solution affects tem-
perature and salinity profile development, and optical
property control may be used to enhance system performance.

Conditions at the upper surface of the system also affect
behavior. In general, convective, evaporative, and radiative
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Fig. 6 Predicted temperature and salinity profiles at t =1 h for various
semitransparent band extinction coefficients

transfer may occur at the air-liquid interface., Predicted
temperature profiles are shown in Fig. 7 for the base case
simulation with various convective heat transfer coefficients
imposed at the air-liquid interface. The evaporative mass
transfer coefficient was determined by the heat-mass transfer
analogy, while radiative exchange at the interface was
evaluated with the Stefan-Boltzmann law using a liquid
surface emissivity of 0.96 [22]. Ambient and surrounding
temperatures of 20°C and an ambient relative humidity of 0.5
were used in evaluating the convective, radiative, and
evaporative heat transfer, at the air-liquid interface. Salinity
variations at the interface, resulting from water evaporation,
were ignored.

As the heat transfer coefficient is increased, surface heat
losses become important and for A=10 W/m? K a shallow
mixed layer develops below the air-liquid interface. As %
increases, increased mixing occurs at the top of the system.
Heat losses at the air-liquid interface also affect the bottom

Journal of Heat Transfer

mixed layer, with decreased bottom mixed layer temperatures
and slightly greater mixed layer heights (resulting from more

unstable temperature gradients above the bottom mixed layer)
occurring for larger 4.

Summary and Conclusions

A mathematical model has been used to predict the
response of a salt-stratified, double-diffusive system to
radiative heating. Model results are in good agreement with
previously reported experimental data, and key features of
system behavior have been predicted. Radiation absorption at
the upper surface induces thermal stratification, which
enhances existing salt-stratified conditions, while absorption
at the bottom substrate induces a thermal instability and
bottom mixed layer growth. Parametric calculations reveal
the influence of the radiation source temperature, bottom
substrate reflectivity, solution optical properties, and top
surface thermal boundary conditions on system response.
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Higher Order Moments in the
Entrainment Zone of Turbulent
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Penetrative Thermal Convection

In a simulation of the lifting of an atmospheric inversion layer in the laboratory,

R. J. Adrian

measurements have been made to understand the dynamics in the interfacial region

capped by a stable, linearly stratified layer. Instantaneous values of vertical and

Department of Theoretical
and Applied Mechanics,
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Urbana-Champaign,
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horizontal components of velocity have been measured using a two-component
dual-beam laser Doppler anemometer. Temperature fluctuations have been made
simultaneously. Detailed measurements of all relevant horizontally averaged one-
point moments including heat flux and third-order joint vertical velocity-

temperature moments have been obtained. The negative heat flux region is well
defined in the entrainment zone, and varies in thickness with different stable layer
temperature gradients. The entrainment mechanism is probably most important
only in the top part of the interfacial zone. The present data supplement data ob-
tained in the atmosphere, and they compare favorably with the existing data in the

literature.

Introduction

Daytime changes in solar radiation set up a cycle of cooling
and heating of the lower atmosphere. Before sunrise, the air
layer above the ground is stably stratified because the ground
is cooler than the air above it. After sunrise, solar irradiation
warms the ground, creating thermal convection in the air
above; thermals penetrate into the stable region and some of
the warm fluid is entrained downward. The result is a mixing
of air that makes the potential temperature in the convective
layer almost constant. In the course of the day, the convective
layer increases in thickness at a rate that is determined by the
heat flux from the ground. Thus, the flow consists of a
nonturbulent stable region and a well-mixed convective
region, separated from the stable region by an entrainment
zone. Although the interface is envisioned as a sharp layer for
the convenience of the theoretical studies, in reality it is a
highly convoluted region deformed by thermals and plumes.
For a thorough understanding of the growth of the convection
layer, one must consider the details of the mixing processes in
the interfacial region.

Betts [1], Carson [21, Stull [3], Tennekes [4], and Deardorff
[5] have developed various first-order models in which the
rate of rise of the inversion layer and the entrainment rate
have been parameterized. More complex models based on the
equations for the pertinent second-order moments of the
turbulent velocity and temperature field have been developed
by Wyngaard [6], Zeman and Lumley [7], and Lenschow,
Wyngaard, and Pennell [8]. In the second-order models,
third-order moments are parameterized in terms of second-
order moments to close the equations for kinetic energy,
temperature variance, and turbulent heat flux. Zeman and
Lumley [7] found that traditional gradient transport models
were inadequate and that buoyancy effects have to be ac-
counted for in the transport if the entrainment mechanism is
to be predicted correctly.

Direct measurements of third-order moments are useful in
determining empirical coefficients in the closure models and
in refining the models themselves. Measurements of second
and/or third-order moments have been performed in at-
mospheric convection layers by Telford and Warner [9],

1Presemly at the Department of Mechanical Engineering, Clemson Universi-
ty, Clemson, SC 29631.
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Lenschow [10], Kaimal, Wyngaard, Haugen, Coté, and Izumi
[11], and Caughey and Palmer [12]. Aside from the second-
order data of Caughey and Palmer [12], atmospheric data on
the entrainment zone are very limited. Laboratory studies of
moments in turbulent convection have been performed by
Deardorff and Willis [13], Willis and Deardorff [14], Adrian
[15], Ferreira [16], and Adrian and Ferreira [17]. Only Willis
and Deardorff [14] provide data in the entrainment zone,
although Adrian [15] does present detailed measurements in
the entrainment zone of water-over-ice convection.

Available data need to be supplemented to support
theoretical studies and numerical models. This paper presents
the results obtained in the laboratory simulation of at-
mospheric penetrative convection.

Experimental Apparatus and Procedure

The test section consists of a rectangular chamber (150 cm
% 148 cm) insulated on its top and sides (Fig. 1). It is filled
with water with a horizontal aluminum plate at the bottom.
The heat is supplied uniformly to the aluminum plate by
means of heating mats covering the bottom of the plate. In the
initial condition of the experiment the water is stably stratified
throughout the test section, and the temperature gradient is
nearly constant. This condition is established using a grid of
steel rods wound with heating wire and arranged in such a way
that it can be moved upward and fixed at various heights in
the water layer. A stepwise temperature gradient is set up by
positioning the grid at different heights for time intervals
calculated from the heat balance equation for the layer of
water between the grid and the top of the convection chamber.
Moving the grid to known heights, the time step is calculated
for the required temperature step. The resulting temperature
steps are smeared out by conduction to give a nearly perfect
linear profile. When the grid reaches the top, it is applied with
a heat flux which is sufficient to sustain the linear temperature
gradient. This step method is faster (typically 30 to 40 min)
than the traditional method of adding progressively warmer
layers of water using wooden floats. A faster method, which
utilizes a laser Doppler anemometer, is crucial to our ex-
periment, since the flow has to be seeded and the scattering
particles settle downward with time, rendering unacceptable
dropouts in the velocity signal in the stable layer if the time to
set up the experiment is too long.
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Table 1

dz,./dt
r, Qo =Hy/pcp, s Wi, 04,
Case Symbol °C/c¢cm °C cm/s cm cm/s °C Re, = w,z2,/v Wy
A A 0.29 0.0133 13 0.371 0.036 560 0.0109
B 0 0.55 0.0133 13 0.371 0.036 560 0.0056
C * 1.026 0.0133 13 0.371 0.036 560 0.0025
D u} 0.55 0.0241 17 0.494 0.049 975 0.0049-

STYROFOAM —\

HEATING GRID
20cm
HEATING MATS—\\‘ ALUMINUM PLATE |
X
i
T

Fig. 1

1
7"

145 cm
Cross section of the test section

Experiments are performed using three different stable
layer temperature gradients T', and two different bottom layer
heat fluxes Qy = H,y/pc,,, as shown in Table 1. The turbulent
Reynolds number w. z. /v lies between 560 and 975. These
values are believed to be high enough to permit comparison
with atmospheric convection (Ferriera [16]). The effective
Rayleigh number calculated using the mixed layer depth as a
length scale, Bgzd AT/av, is 4.5 x 108, This value is 9000
times greater than the critical value of 5 x 10% at which the
transition to turbulent flow occurs. Thus, the flow is in a
regime far removed from the initial cellular instabilities that
occur at low Rayleigh numbers, and deterministic cellular
patterns are neither expected nor observed.

The vertical mean temperature profile is measured using a
Teflon-coated alumel wire strung across a stainless steel ring
of 196 mm diameter. The sensitivity of the resistance wire is
2.096°C/V and the wire is scanned vertically upward at 0.478
cms ~! to obtain vertical profiles. The rate of warming of the
convective layer is sufficiently small (see last column of Table
1) that the time delay did not cause significant bias in tem-
perature measurements. Instantaneous temperature is
measured using a thermocouple probe, 0.038 mm in diameter,
constructed of chromel-constantan duplex wire with a
frequency response of 50 Hz. The horizontal and vertical
components of the instantaneous velocity are measured with a
two-component, dual-beam, laser Doppler anemometer in

mm X 1.7 mm. The light source is a I W argon ion laser. The
geometry of the three-beam configuration used to find the twg
components of velocity has been reported by Adrian [18§],
Details of the optics and signal processing system are given by
Kumar [19]. The light scattering particles used are Dow Saran
microspheres with a diameter range of 5 to 8 um and a specific
gravity of 1.07. The optical components and the support for
the thermocouple are rigidly connected to an optical table
which is mounted on a hydraulically driven lathe bed.

The fluctuations of temperature and the associated fluc-
tuating temperature gradients disturb the propagation of the
laser beams and cause beam swinging, beam distortion, and
phase modulation of the beam. The consequences are signal
dropouts if the beam swinging causes the beams to misalign,
and noise in the velocity measurements. The magnitude of the
refractive index noise is not large, except in regions of intense
temperature fluctuations and large mean temperature
gradients, i.e., the entrainment zone or the conduction layer
adjacent to the lower plate.

In the entrainment zone, we have found that the signal
quality decreases with increasing I and/or increasing Q. The
maximum value of I' at which velocity data can be measured
reliably is 1.026°C cm ~!, for the lower heat flux in Table |.
At the highest heat flux, Q,=0.024°C cms~!, velocity data
cannot be measured for I'=0.55°C c¢m ~'. These limitations
occurred even though the optical axis of the laser Doppler
anemometer is tilted 2 deg so that only a portion of the lower
two laser beams passes through the entrainment zone.

To evaluate systematically the magnitude of the noise
added to the velocity signal by refractive index fluctuations, a
plexiglass target is placed in the test section, and scratches on
its surface are used as a source of laser anemometer signals
with zero velocity. Fluctuations in the resulting velocity
measurements then correspond to refractive index noise
fluctuations. Surveys show that under the worst case con-
ditions (I'=1.026°C cm~!, Q;=0.0133°C cms~!') the
maximum value of the root-mean-square noise is 0.1 w.,
where w, is the velocity scale of the convection layer (Table
1). This value corresponds to approximately 0.04 cms ~!, and
it occurs close to the middle of the entrainment at a point
where the temperature fluctuations are the most intense.

Measurements of wf, w6?, and w20 are not expected to be
affected by refractive index noise if the noise is not well

backscatter mode with a spatial resolution of 0.15 mm X 0.15 correlated with the local temperature fluctuations.
Nomenclature
¢, = specific heat z = vertical coordinate
g = acceleration due to gravity Z, = mixed layer height
Hy = heatfluxatz=0 z; = height of the mixed layer €w = rate of dissipation of
p = pressure fluctuation where heat flux is most kinematic heat flux
¢* = Kkinetic energy negative 6 = temperature fluctuation
Q, = kinematic heat flux at z=0 a = thermometric conductivity 6. = convective temperature scale
(Hy/pcp) B = volumetric coefficient of v = kinematic viscosity
t = time thermal expansion p = density
t; = time at which mixed layer T' = constant temperature gradient po = reference density
height =z, ‘ in the stable layer 0, = root-mean-square horizontal
T = mean temperature AT = temperature difference velocity
u = horizontal velocity fluctuation e = rate of dissipation of kinetic o, = root-mean-square vertical
_w = vertical velocity fluctuation energy velocity
wl = kinematic heat flux ¢ = rate of dissipation of thermal gy = root-mean-square temperaturc
w, = convective velocity scale variance fluctuation
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Measurements of the root-mean-square velocity will contain a
component due to noise, but the magnitude of these com-
ponents is less than 6 percent of the total root-mean-square
velocity in the region above z/z, =1. :

Data Collection and Analysis

The thermocouple is positioned 2 mm downstream from the
measurement volume so that the wake of the probe does not
interfere with the velocity measurements. The data are taken
by scanning the optical table in the middle third of the test
section at a speed of 2.735 cm/s. Each scan consists of 1024
points, with a digitization time interval of 0.0144 s between
successive points and a Nyquist frequency of 35 Hz.

For our studies, the aspect ratio of the mixed layer ranges
from 7.25 to 15, width to height, over the entire set of data.
Hence, mean flow is assumed to be absent in the convection
and interfacial layers. The other assumptions governing the
flow situation are that: (@) the flow is horizontally
homogeneous; (b) the mixed layer grows so slowly that there
is a statistically quasi-steady state in which all moments are
constant during the time for two successive scans. Under the
conditions of stationarity and homogeneity all turbulent
moments are functions of the height above the lower bound-
ary z only.

Using standard notation and the above assumptions, the
equations for kinetic energy, the temperature variance, the
turbulent heat flux, and the mean temperature are, respec-

tively
1—
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Profiles of the mean temperature from selected experiments
are presented in Fig. 2 for the four cases A, B, C, and D (see
Table 1). The height of the interface z+ , determined from
mean temperature profiles taken at successive times, is
presented in Fig. 3 for each case.

To get several data points inside the interfacial layer, it is
desirable to move the optical table in the vertical direction
after a scan is completed. However, the unsteadiness of the
flow makes this feature very difficult to accomplish. Hence,
consecutive scans of data are taken along a horizontal line
throughout the experiment, letting the interface migrate
upward, and noting the time at which convection starts and
the time of each scan. From the time of each scan, the height
Z+ can be interpolated from the growth rate profile (Fig. 3).
Thus, two scans of data are grouped for a particular z. .
However, two scans are found to be inadequate to perform
ensemble averages at a particular height. Therefore four to six
cxperiments are performed for the same temperature
gradient, which is reproducible within 3 percent error.
Starting from z/z« =1, two scans from each experiment are
classified in a sequential order for several z/z» ranging from
0.6 to 1.3. These are later grouped with similar classes from
other experiments, to form the ensemble averages. The time
taken for two successive scans is typically 60 s in which time
the interface moves up by about 0.5 mm for case C and 2.4
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Fig. 3 Interfacial growth rate: comparison of measured values (*) with
the zero-order model ( ) for (a) case A, (b) case B, (c) case C, (d)
case D

mm for case A. Any error caused by the overlap that may
have occurred in predicting z. is assumed to be insignificant
since each profile consists of more than 25 points within the 4-
4.5 cm thickness of the entrainment zone. The interface height
Zx is defined as the height at which the r.m.s. value of the
temperature fluctuations reaches a maximum. This fact
makes it easier to determine z/z« =1 accurately for each
experiment and group several scans from several experiments
for any z/z« . More details of this procedure are available in
Kumar [19].
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Results and Discussion

The mean temperature profiles in Fig. 2 show that the mean
temperature in the mixed region is essentially constant. In the
stable region the mean temperature gradient is nearly con-
stant. The behavior of the mean temperature in the interfacial
region depends upon the stability of the stable layer and the
heat flux at the bottom of the mixed layer. For times more
than approximately 15-20 min after the start of heating, the
profiles are nearly self-similar, although some small
discrepancies do exist. For example, the curve at 81 min in
Fig. 2(b) exhibits an anomalous low temperature region in the
stable layer. Regions in which the mean temperature falls
below the stable layer profile are easily seen in Fig. 2(d). These
regions imply that interfacial cooling occurs as the mixed
layer grows upward. This phenomenon has been observed by
a number of investigators. In cases A and D, the cooling
region is more pronounced and appears to develop as the
interface progresses. This cooling causes the interface to be
more stable than the nonturbulent stable region above.

Using a simple zero-order model of Deardorff et al. [20], a
closed form solution for the convection layer height z. can be
obtained as

2Q0(2—11)
T

where Q, is kinematic heat flux at the bottom plate, T is the
temperature gradient in the stable layer, and z, is the initial
height of the interface at initial time #;. Even though this
model assumes that the thickness of the interface is negligible,
it compares well with our experimental growth rate. The
experimental points are curve-fitted to determine the en-
trainment parameter (dz . /dt)/ws .

The geometry of the boundaries determines the large scales
of the flow. Therefore, z« is an appropriate length scale for
the convection region. We have used the same scale to non-

2

z4 &)

=
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dimensionalize all the moments. From dimensional analysis,
Deardorff [21] obtained a set of velocity and temperature
scales for the convection layer

W, = (ﬁgQOZ*)l/J; 0* = (6)
These scales do not involve the temperature gradient of the
stable layer, and they are not necessarily appropriate in the
stable layer. All the moments are made dimensionless using
Zes Wisandd,.

The r.m.s. values of the horizontal component of velocity
o,, the vertical component ¢,,, and temperature o,, and the
kinematic heat flux are given in Fig. 4. Noise level has been
removed from the mean square velocity by subtracting the
mean square velocity measured deep in the stable region
(where the velocity is zero) from the mean square velocity
obtained at different z/z,. Below z/z,=0.9, o, reaches a
constant value in the convection layer. It is observed that the
motion of the ascending hot fluid is not entirely vertical. This
behavior is also seen by Ferreira [16] in a nonpenetrative
convection experiment. From the o, profile, it is also seen that
below z/z, =1, the vertical motion is decelerated, but it is
comparable to the horizontal motions associated with
thermals spreading to the sides due to impacts. Data for all
three cases seem to collapse well for both ¢, and g,,.

In the convection layer g, is essentially constant at about
gg=0,. At z/z,=1, the temperature fluctuations attain a
sharp peak, nearly 46,. It should be brought to the attention
of the reader that g, in the entrainment zone may not scale
with @,.

Vertical profiles of heat flux in Fig. 4(d) show that thereisa
region of negative heat flux which is a significant fraction of
the bottom layer heat flux Qp, making the interface a well-
defined region. In the convection layer, the fluid elements
have a vertical velocity that exceeds that of the interface, and
therefore they overshoot. Above z/z, =0.9, the slope of wf is
generally positive. From equation (4), we can infer that the
negative value [ — 3/dz (wh)] gives rise to relative cooling at
the interface. If the region of negative heat flux is defined as
the interface, we can see that this region extends to near 4 cm
for case B and about 2.6 cm for case C. This smaller in-
terfacial thickness for case C is due to the inability of the
thermals to penetrate deep into the stable region. Data for
case A do not behave as expected giving a value of the in-
terfacial thickness close to 4 cm, as in case B. However, the
overall behavior of the heat flux data suggests that the
thickness of the interface could be a possible length scale in
this region. A similar length scale based on ‘‘interfacial
distortion’” was proposed by Wyatt [23]. The small positive
heat flux seen at the top of the interface was also observed by
Deardorff [24] who rejected it as being spurious. One ex-
planation might be that the cold thermals penetrate upward
contributing to +w and — ¢ and when the density does not
match with the local density they recede, contributing to —w
and — 6, resulting in positive wf. Obviously, several mecha-
nisms take place in this region and the dominating one can be
inferred only from conditional averages.

If, as we have supposed, the flow were perfectly
homogeneous in horizontal planes, the mean velocity would

necessarily vanish and moments such as uw, u?w, and u*
would also be zero. From Fig. 5, we see that this is true to
within experimental accuracy, although there is a tendency for
u® to be slightly negative, particularly in case A.

Profiles of various terms in equations (1)-(3) are given in
Fig. 6. The measurements of these third-order moments are
useful not only in parameterization, but also because their
signs reveal the direction of the velocity and the relative
temperature of the thermals in the interfacial region. The
scatter in the w#? data in case B was originally high. It is
assumed that more scans of data are needed to perform en-
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semble averages. Hence, four consecutive scans from each
experiment are grouped, at the expense of vertical spatial
resolution, to form ensemble averages for case B. The
resulting profile exhibits the same sort of variations as the
other two cases. Even so, the scatter is considerable, so a solid
line is sketched through the data to indicate what we believe is
the general trend. All third-order moments change signs
rapidly, suggesting that two or more mechanisms compete in
the entrainment zone. This behavior was also seen at the
interface in water-over-ice convection [181. o

The diffusion of kinetic energy d(w® + 2 wu?) / dz

decreases slowly toward the interface and vanishes abruptly at -0.4 -0.2 0.0 0.2 0.4 -80 _
about z/z+=0.9. Hence, in the region 0.9<z/z, <1.0, the Lz 2’3
w3 o,

pressure diffusion term, which is not measured, is the only
source to maintain the turbulence against the losses due to
dissipation and negative buoyant flux that exists in that
region. ‘

The profile of 6 exhibits a sharp peak in a narrow region
of 2 mm to 3 mm width at z/z, =1 for all the cases, where g,
reaches a maximum. This shows that, on the average, most
fluid elements penetrate up to z/z, = 1. The negative heat flux
below z/z, =1 is primarily due to the ascending thermals that
turn relatively cold when they enter the interface. The tiny
negative region slightly above z/z, = 1 in the w?> _profile and
the corresponding positive regions in the 8° and w?0  profiles
indicate that the negative heat flux in the top part of the in-

terface could be due to entrainment. The entrainment does 0.4 -0.2 0.0 0.2 0.4  -0.4 0.0 0.4 0.8 1.2
not seem to play an active role further below z/z,=1. WO we’
However, this cannot be ascertained without evidence from w3e, wo:
probability density distributions and qc&ditionalllaveraged Fig. 6(a) Vertical transport of vertical velocity fluctuations; (b) third-

moments. Slightly below z/z,=1, wf> and w* vanish,
suggesting that rising and falling elements contribute equally
so that their opposing statistical characteristics cancel out.
This behavior is similar to that observed by Adrian [18].

From the above discussions, it seems possible to interpret
the higher order moments to understand the physical structure
of the flow. The rising fluid originates from the bottom plate
near the conduction layer where its typical temperature is
more than the surrounding fluid temperature, and hence it is
positively buoyant. When the fluid reaches a region of equal
density, it decelerates, but it still penetrates into the interfacial
region, contibuting to negative fluctuations of temperature.
The temperature fluctuations become increasingly negative as
the fluid penetrates to levels of increasing local mean tem-
perature. The same fluid elements contribute to two
mechanisms: One takes the form of large, intermittent,
positive velocity fluctuations associated with small negative
temperature fluctuations; the other contributes to large
negative temperature fluctuations and small positive velocity
fluctuations, as the elements penetrate upward. In the lower
parts of the interfacial region, deep entrainment seems to be
insignificant. This may be due to the fact that the entrainment

Journal of Heat Transfer

order moment of temperature fluctuations; (c) vertical transport of heat
flux; (d) vertical transport of temperature fluctuations

parameter (dz,/df)/w, achieved in the laboratory is lower
than that found in the atmosphere (0.018 and higher).

The vertical profiles of moment data obtained from
laboratory experiments, numerical model calculations, and
atmospheric measurements are compared with the moments
measured in the present study in Fig. 7. The vertical height is
nondimensionalized using z;, the height of the interface where
the heat flux reached a minimum, instead of z,, to facilitate
comparison with the existing data. The value of the
characteristic velocity w, calculated using z; differs from the
value calculated using z, by less than 3 percent. The solid line
in the figures represents the average of cases 4, B, and C.

The r.m.s. vertical velocity shows a slow decrease toward
the interface, and reaches nearly 0.3w, near z;. This is in
excellent agreement with the atmospheric measurements. The
minimum heat flux occurs at least 0.1 z/z; below the ¢, peak
and is consistent with the laboratory results of Willis and
Deardorff [14] and field measurements. The complete
description of the entrainment zone provided by the Ash-
church data of Caughey and Palmer [12] compares very well
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Fig. 7 Higher order moments compared with data in the literature.
Legend: Laboratory measurements: e , Willis and Deardorff [14]

Atmospheric measurements:
o, Telford and Warner [9]

a, Lenschow [10]

a, Lenschow et al. [8]

o, Kaimal et al. [11]

----- , Caughey and Palmer [12]
Second-order numerical model:
_-_._. Zeman and Lumley [7]

., present study, average of cases A, B, and C

with the present measurements of oy, o, and wf. The heat
flux measurements show a predominantly negative region
crossing over the zero mark at about the same heights in the
atmosphere. The solid line is weighted toward cases A and B
since their entrainment parameter is closer to that of the
atmosphere. Even though some effect can be expected due to
the presence of mean wind in the atmosphere, the present data
show good agreement with the atmospheric measurements of
heat flux, including a slightly positive region at the top of the
interface. The diffusion of kinetic energy agrees well within
the existing data, vanishing near z/z;=1. The vertical
transport of energy given by Zeman and Lumley [7] includes
the pressure distribution term, and shows large values in the
mixed layer. The transport of pressure energy is largely
responsible for the supply of energy in the interfacial layer.
Only a few scattered data points are available in the literature
to compare some of the third-order moments in the interface.
However, the trend seems to agree with the present
measurements.

Conclusions

The temperature gradient I' has little effect on r.m.s. values
g, 0, and g, below z/z,=1. Since there may be a large
sampling error in the cross correlation of w and 6 to obtain
heat flux, there is no strong evidence to suggest that w@
depends significantly upon I'. However, in the limit I'=0,
with no ‘‘capping’ inversion present, there would be no
negative heat flux in the entrainment zone. Above z/z, =1, gy
appears to be affected by I' as o, data are not well correlated
above z/z,=1. Since the large temperature fluctuations in
this region may generally be due to internal gravity waves, the

328/ Vol. 108, MAY 1986

temperature scale may be dependent upon the temperature
gradient in the entrainment zone,

The r.m.s. values of horizontal and vertical velocities are of
comparable magnitude in the entrainment zone. The extent of
the negative heat flux defines a thickness of the entrainment
zone. This thickness is seen to decrease with increasing
stratification. _ .

The value of w? is positive in a region where d(w?)/dz is
negative, in agreement with a simple gradient transport
model. However, results from Ferreira [16] show that w3 re-
mains positive when d(w?)/dz vanishes in the vicinity of
2x/2. _

_The net transport of turbulent kinetic energy d(w’ +
2wu?)/dz is very small above z/zx =0.9. The estimates of the
time rate of change of turbulent kinetic energy in the en-
trainment zone from the equation given by Zilitinkevich [25]

o(14) (3 7)
ai T az '(%)" ?

show that it is also negligible. The implication is that the
pressure-velocity energy transport balances the net resultant
from dissipation and buoyant energy production in the en-
trainment zone. Furthermore, in this zone, the production of
kinetic energy by buoyancy is negative, so the pressure energy
transport must be positive. _ .

Around z/z,=1, the negative values of 6° and w0
occur when wé? is positive, implying that the larger fluc-
tuations in @ are negative and associated with positive
velocities, that is, ascending fluid penetrating into the warmer
stable region. This means that the entrainment mechanism is
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probably most important only in the top of the interfacial

Jayer.
Measurements of second and third-order moments scaled

with convection scales correlate reasonably well with the
atmospheric data of Lenschow et al. [8] and Caughey and
Palmer [12]. We conclude that the Reynolds numbers in our
laboratory experiments are large enough to yield reasonable
simulation of the full-scale atmosphere.
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Heat Transfer Enhancement in
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Natural Convection Enclosure Flow

The results of an experimental investigation that examines the effects of one type of
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surface roughness upon heat transfer in a water-filled cubical enclosure are
reported. The experiments covered the range from the beginning of transition to the
point where the flow over 60 percent of the length of the heated side had undergone

transition. Tests were conducted using both isothermal and constant flux boundary
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conditions. The largest increase in overall Nusselt number was 15 percent at Ra =
3.3 x 10'° on the isothermal heated plate. Increases of the local Nusselt number on

the isothermal heated plate were as large as 40 percent. The roughness elements used
in the present study were found to be ineffective on the upper portion of the heated
plate where fluid detrains from the vertical boundary layer.

Introduction

There has been a large volume of research in recent years
that examines natural convection in enclosures with dif-
ferentially heated vertical walls [1, 2]. This research has been
stimulated to a large degree by interest in evaluating energy
transfer in buildings, solar collectors, and fluid-filled thermal
storage tanks. In the present study we report the results of an
experimental investigation of the effect of surface roughness
upon natural convection heat transfer in a cubical enclosure at
high Rayleigh numbers. The inclusion of surface roughness in
a natural convection study is of interest from a fundamental
point of view because the effects of roughness upon natural
convection flows are not well understood. There is a broad
literature on the use of roughness to provide heat transfer
enhancement in forced convection [3, 4], but the conditions
under which rough surfaces can produce enhancement in
natural convection are not clear.

The earliest experiments on the effects of surface roughness
upon natural convection were carried out by Prasolov [5]
using distributed roughness elements on the surface of a
horizontal cylinder. The experiments were carried out in air in
the [aminar-to-turbulent transitional Rayleigh number range 3
X 103 to 3 x 10°. Roughness heights varied from 0.08 to 0.36
mm. Prasolov found that the roughness increased heat
transfer by 50 to 100 percent for 10° < Ra < 3 x 109, The
degree of enhancement reached a maximum and then
decreased to zero as the Rayleigh number increased. Prasolov
attributed this increase in heat transfer to ‘‘turbulization”’ of
the flow in the transitional regime. Heya, Takeuchi, and Fujii
[6] recently repeated Prasolov’s experiments using air in the
range 6 X 10* < Ra < 7 x 10° and water in the range 4 x
10° < Ra < 2 x 108 and concluded that surface roughness
had little or no influence upon the heat transfer coefficient.
Unfortunately, there is a gap in their data in the region where
Prasolov found maximum enhancement to occur. In addition,
the difference in Pr number between water and air makes it
difficult to draw any definite conclusions from comparison of
the water data of Heya et al. with the air data of Prasolov.

Jofre and Barron [7] experimented with an isothermal
vertical plate in air for Ra = 1-2 x 10°. Their rough surface
consisted of horizontal ribs with triangular cross sections
which were 0.76 mm high. Based upon comparisons with
smooth plate experiments by Eckert and Jackson [8] they
found the rough surface increased heat transfer by about a
factor of two. Jofre and Barron did not collect smooth plate
data using their own apparatus. :

Fujii, Fujii, and Takeuchi [9] examined the effect of rough
surfaces upon heat transfer from a vertical cylinder with a
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constant surface heat flux. They carried out experiments in
water and spindle oil in the range 10° < Ra* < 10" using a
variety of rough surfaces and found the maximum difference
in the local heat transfer in the turbulent regime to be on the
order of 10 percent. More recently, Sastry, Murthy, and
Sarma [10] examined the effect of roughness created by
wrapping various gauges of copper wire around a vertical
cylinder. Their experiments were carried out in air with
Rayleigh numbers in the range from 7 x 108 to 3.5 x 10°,
They found that the overall heat transfer in this configuration
was enhanced by up to 50 percent over that of a smooth
cylinder. They were apparently unaware of the earlier work by
Fujii et al., and thus did not attempt to explain the difference
between their results and the previous ones.

The above review indicates that there is a disagreement
among previous investigators concerning the amount of heat
transfer enhancement which can occur in a natural convection
flow. The objective of the present study is to examine the
effect of one type of distributed roughness element upon the
heat transfer in the transitional regime between fully laminar
and fully turbulent flow in a cubical enclosure. The tran-
sitional regime was chosen because it can extend over a
considerable range in Ra and is the regime most likely to be
influenced by finite-sized roughness elements. The Rayleigh
numbers of several important applications (including
buildings) are high enough that the flows fall in the tran-
sitional range between laminar and turbulent motion. The
present study is fundamentally different from previous work
on external flows cited above in that the main flow consists of
a recirculating cell with a quiescent core which possesses a
high degree of thermal stratification. These differences will be
the focus of further discussion below.

In addition to the work on small roughness elements
reviewed above, there have been a number of studies in-
volving natural convection heat transfer from extended
surfaces [11-14]. These extended surface studies are primarily
concerned with the performance of different fin geometrics
and are not directly related to effects caused by small surface
roughness elements.

Experimental Method

A schematic drawing of the convection test cell is shown in
Fig. 1. The heat transfer surfaces of the hot and cold ends are
constructed of 1.27-cm aluminum and the adiabatic side walls
are constructed of 1.27-cm and 0.635-cm lucite. The top and
bottom walls are reinforced with 1.27-cm aluminum and the
entire apparatus is insulated on the outside with 5.08 cm of
extruded styrofoam insulation. The height of the test cell
interior is 29.2 cm and the width and length are 30.5 cm. The
resulting aspect ratios H/L and W/L are 0.96 and 1.0. In
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Fig.1 Test cell schematic

order to limit corrosion, all aluminum surfaces were plated
with a 0.001-in. layer of electroless nickel. The heated wall has
16 equal area resistance heaters attached to its outer surface
and the cold wall has milled channels through which cooling
water is circulated. The temperature at the center of each
heater is individually monitored by thermocouples placed in
wells 1.6 mm from the inside surface of the wall. The power
input to each heater is independently controlled through the
use of solid-state relays and a microcomputer data acquisition
system. All tests were run using water as the heat transfer
fluid. The water was deionized and dissolved gases were
eliminated by boiling before use. All fluid properties used in
the calculation of Nu, Ra, and Ra* were evaluated at the bulk
temperature Ty = T + AT/2,

In the present study only the roughness of the heated wall
was varied. The effect of the roughness was directly measured
by conducting all tests with the same apparatus. Since a
number of different thermal boundary conditions are possible
in real applications, all measurements were repeated for the
two cases of “‘constant flux’’ and constant temperature at the
heated surface. In the present paper the terminology ‘‘con-
stant flux’’ refers to the boundary condition at the surface of
the heaters used to provide power to the test cell wall. Due to
the finite conductivity of the test cell wall, the boundary
condition at the inner surface of the heated wall deviates
slightly from a pure constant flux condition. This deviation
will be discussed in more detail during our presentation of
experimental results.

The cold surface was held isothermal to within +4 percent
of the overall temperature difference throughout the ex-
periment. In the isothermal mode, the temperature variation
across the heated plate was less than +0.4°C., This was
achieved by computer control over the 16 independent
heaters. The algorithm was a proportional, integral, dif-

Machined
rough plate

—-—->|1 mmr-—
7Z

Section A-A

Fig. 2 Detail of distributed roughness elements used on heated
surface

ferential control scheme [15]. This algorithm varied the
fraction of the time that each heater was on from 0-92 per-
cent. This percentage was adjusted once every 60 s. In order to
determine when the apparatus reached a steady-state con-
dition, the temperature of the hot plate and power input were
monitored on a chart recorder. A steady-state condition was
generally reached within 3~4 h. The resistance of each heater
was measured and recorded before each run. The power input
to the apparatus was calculated by combining this resistance
measurement with an rms measurement of the voltage sup-
plied to each heater.

The laminar thermal boundary layer thicknesses based
upon a scaling analysis for an isolated boundary layer in a
fluid with Pr > 1 are

] 1
(ﬁ)iso = Ral/4 (1)

é 1
(ﬁ)CF ~ Ra*1/s @

The roughness elements used during the experiment are shown
in Fig. 2 and consist of a series of intersecting grooves rotated
45 deg from the horizontal. The height of the elements I/ H
was chosen to be the same order of magnitude as the thickness

Nomenclature
Subscripts
- SAT b = basearea
Bi = Biot number = k,¢/kH Ry e B = bulk
h = average heat transfer ¢ = plate thickness C = coldside
co_effic'ient based upon T = temperature CF = constant flux
gl.;;ihelghtb temp}elraturg AT = midheight temperature cr = crmc.al
11 derenlcl:e etween hot an difference between hot and H = hotside
~ co lwa sh . cold walls iso = 1sot}_16rma1
H _ e}r:C Osulre e(lig L W = enclosure width p = vertical plate
ic = t eima c?n ucﬁmty Y = vertical coordinate y = local value
B En? osurfe eng; ) y = nondimensional  vertical 1 = basedupon AT, =
N[ B Nelghtlo roubg nisslsr;nl;ents coordinate = Y/H (Tpy-o0125 ~ Tc)
u = Nusselt number = / 5 = thermal boundary layer 2 = based upon AT, =
n = index of refraction thickness (T, 0375 — T¢)
Pr = Prandtl number ) é = nondimensional temperature 3 = based upon AT; =
q = average heat transfer per unit T (T, o605 — Tc)
area _i7fc 4 = based upon AT, =
Q = total heat transfer AT (T, 0875 — Tc)
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of the thermal boundary layer as evaluated from equations (1)
and (2). This thickness corresponds with the location of the
velocity maximum and is the same length scale over which
turbulent temperature fluctuations reach their maximum-[16].
It was felt that this height would be large enough to disrupt
the thermal boundary layer in the turbulent region and small
enough to avoid causing the boundary layer to undergo
immediate transition. All heat transfer and temperature
measurements were based upon the temperature and area at
the base of the roughness elements. The parameter range
investigated in the present experiment is summarized in Table
1.

The major sources of experimental error were measurement
of the power input Q and the temperature of the heated plate.
Radiation heat transfer was neglected because water is opaque
to infrared radiation. Conduction losses through the neoprene
gaskets and through insulation external to the test cell were
calibrated at 1.1 W/°C overall temperature difference. This
conduction loss was accounted for in the actual wall heat
transfer measurement and was generally less than 4 percent of
the total end-to-end heat transfer in the test cell.

Due to the control scheme used to turn the 16 heaters on
and off, the average power did not ever become totally steady.
Errors in computing Q due to this oscillation were ap-
proximately =2 percent of the indicated value. Oscillations in
Ty of +£0.4°C contribute to uncertainty in the measurement
of Ra and Nu for the rough and smooth tests. This error in T,
produces an error in Ty — T of approximately 2 percent. As
shown in Table 2 the error in Q and Ty — T gives an un-
certainty in Ra and Ra* of 42 percent and in Nu of +4
percent. Therefore, we may consider differences in Nu be-
tween the rough and smooth surface to be significant if they
are larger than 4 percent.

Determination of the Location of Transition

For the purpose of interpreting our results it is necessary to
be able to visualize the important features of the natural
convection flow. In the present case, the most important
feature is the boundary layer on the heated vertical wall. The
temperature gradient across the boundary layer makes
feasible any of several possible visualization techniques. The
method we have chosen here is similar to the ‘‘mirage’’

Table 1 Parameter range investigated by present
experiments

Ra 7.7x10%-7.3x 1019

Ra* 6.8x1011-9.2x 10

0.0034--0.0019

().
() er

0.0043-0.0025

Pr 3.7-6.3
Q (watts) 165-1800
H/L, W/L 1,0.96
AT (°C) 12-55
I/H 0.0034
A/Ay 2

kyt

Hot wall Biot number, -2 10.0
kH

Table 2 Experimental errors (percent)

Q AT Ra Ra* Nu

+2 +2 +2 +2 ' +4

332/ Vol. 108, MAY 1986

method first described by Fujii, Takeuchi, Suzaki, anqg
Uehara [171.

This method utilizes the index of refraction gradient in the
boundary layer which results from the large changes iy
temperature which occur near the heated plate. At high Ry
numbers the thermal boundary layer is quite thin, leading o
an abrupt reduction of the index of refraction in the therma}
boundary layer as compared to the core. This difference
makes it possible to place an object on one side of the ap.
paratus and view the distortion of the image which is reflecteq
and refracted by the thermal boundary layer. The image of
the object appears chaotic in the turbulent portion of the
thermal boundary layer, making the mirage method especially
useful for observing boundary layer transition. The objegct
used in the present study was a series of vertical lines drawn
parallel to the heated wall.

Transition was defined to occur at the y location where
finite-amplitude oscillations could be observed in the
boundary layer using the ‘‘mirage’” flow visualization
technique (see Fig. 3). Preliminary visual observations in-
dicated that the average location of transition as determined
by this method was interrupted occasionally by transient
turbulent bursts rolling upward from the laminar region. We
did not include these transient bursts in our determination of
the average location of transition.

Experimental Results

The temperature profile on the surface of the hot wall for
the constant flux condition is shown in Fig. 4. Each data point
in the figure represents the average of the temperature at the
center of all four heaters at a given vertical location on the
smooth surfaces. As has been pointed out by Balvanz and
Kuehn [18], this profile is a function of the wall Biot number
Bi = k,t/kH. The Biot number of the aluminum plate used in
the present experiment was 10. The numerical predictions of
Balvanz and Kuehn for a two-dimensional enclosure with an
aspect ratio of 5 are in good agreement with present ecx-

transition

Fig. 3 “Mirage” flow visualization of transition on isothermal heated
plate; Ra = 3.3 x 100
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Fig. 4 Constant flux hot plate temperature profile: — = numerical
predictions by Balvanz and Kuehn [18]; o = present results
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¢

Fig. 5 Variation in surface temperature caused by the rough surface:
4 = smooth plate and rough plate for Ra* < 4 x 10'°; o = rough
plate, Ra* = 8.22 x 1012

perimental results, except near the bottom of the wall, where
our measured temperature is higher than expected. Balvanz
and Kuehn indicate that a constant flux wall with Bi = 10 will
result in a rate of overall heat transfer that is reduced by a
factor of ~0.94 over that of a wall with Bi = 0. This
reduction in heat transfer reflects the reduction in the tem-
perature difference between the top and bottom of the wall
caused by conduction along the wall.

The surface temperature of the constant flux wall was
found to be relatively independent of Ra* when the heated
surface was smooth. However, ¢ did depend upon Ra* when

Journal of Heat Transfer
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Fig. 6(a) Influence of roughness upon transition for the constant flux
boundary layer: ---- = beginning of heat transfer enhancement; + =

smooth plate; o = rough plate; cross hatching = transition in external
flow [21]
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Fig. 6(b) Influence of roughness upon transition for the isothermal
boundary layer; symbols have the same meaning as in Fig. 6(a)

the wall surface was roughened. This dependence is illustrated
in Fig. 5. For values of Ra* < 4 X 10'? the rough surface and
smooth surface profiles coincide. As Ra* increases, the
profile for the rough surface rotates clockwise. Because the
nondimensional surface temperature ¢ is normalized by the
midheight temperature difference ®between the hot and cold
walls of the test cell, the rotation shown in Fig. 5 indicates an
overall decrease in the surface temperature of the rough wall
relative to that of a smooth surface for Ra* > 4 x 10'2,
Previous studies of isolated vertical walls with constant heat
flux boundary conditions in isothermal media have observed a
sudden drop in the local surface temperature of the upper
portion of the wall and used this as a criterion for the onset of
transition [17, 19]. This drop in local surface temperature was
not observed in the Ra* range covered by the present ex-
periments.

The vertical locations of transition determined from
photographs like Fig. 3 are shown as a function of Ra* and
Ra in Figs. 6(a) and 6(b). The points in these figures represent
the average of three different observations. It can be seen
from examination of these figures that transition on the rough
plate occurs ~5 percent earlier than on the smooth plate.
Godaux and Gebhart [20] have shown that velocity fluc-
tuations occur much earlier than temperature fluctuations
when Pr > 1 as a result of the fact that the thermal boundary
layer thickness is smaller than the velocity boundary layer

MAY 1986, Vol. 108 /333
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Fig. 7 Average Nusselt number for isothermal heated plate: » =
smooth plate; o = rough plate; — = 0.033 Ra%-343; ... = 0.166 -

Ra%285 55 reported by Schinkel et al. {22]

200

=
= 100

50 1 1 3
5x 10"

s |
1012
*
Ra
Fig. 8 Average Nusselt number for constant flux heated plate as a
function of the temperature difference upon which the Nusselt number

is based: subscripts refer to the surface focation at which the tem-
perature difference is calculated; » = smooth plate; o = rough plate

thickness when Pr > 1. We did not measure velocity or
temperature fluctuations in the present study but feel that our
transition criterion is more closely related to thermal tran-
sition than velocity transition since it depends upon the
difference in index of refraction of the thermal boundary
layer and the core. Based upon the information presented in
Figs. 6(a) and 6(b), the largest portion of the boundary layer
which underwent transition during the present experiment was
~60 percent of the length of the vertical heated plate.

The cross-hatched area in Fig. 6(a) is the location of
transition in an external natural convection flow as deter-
mined by Jaluria and Gebhart [21]. The lower border of the
cross-hatched area represents the onset of velocity fluc-
tuations while the upper border of the cross-hatched area
represents the onset temperature fluctuations. Transition in
the external flow studied by Jaluria and Gebhart occurs at a
Ra* number roughly an order of magnitude smaller than the
Ra* number for transition observed in the present study of an
internal flow.

boundary conditions. In each case, enhancement in overall
heat transfer is not detectable until ~40 percent of the ver-
tical height of the plate has undergone transition.

The four series of constant flux data which appear in Fig. 8
differ only in terms of the temperature difference upon which
the Nusselt number is based. It can be seen that the general
dependence of the Nusselt number upon Ra* and the onset of
heat transfer enhancement is not affected by the surface
location which is used to calculate the temperature difference
upon which the Nusselt number is based. This result supports
our previous conclusion that the enhancement which results
from the presence of the rough surface is caused by a decrease
in the surface temperature along the entire length of the
heated wall. Enhancement is exaggerated when basing Nu
upon AT calculated from temperature measurements made at
the bottom of the heated wall because these AT experience the
largest relative change in the temperature difference between

the smooth and rough surface.
The solid lines in Figs. 7 and 9 indicate the recommendcd

The average Nusselt numbers for the smooth and rough correlations for the average Nusselt number. For the
surface are shown as a function of Ra and Ra* in Figs. 7-9. isothermal boundary condition this correlation is
The maximum increase in overall Nusselt number observed
© nu Nu=0.033 Ra03 3)

during the experiment was 15 percent at Ra = 3.3 x 10'° on
the isothermal heated plate (Fig. 7). The dashed lines in Figs.
6(a) and 6(b) indicate the location at which heat transfer
enhancement first occurs for the isothermal and constant flux

334/Vol. 108, MAY 1986

The corresponding correlation for the constant flux case is

Nu=0.234 Ra*0-218 4
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Fig. 9 Average Nusselt number for constant flux heated plate based

upon midheight temperature difference: » = smooth plate; o = rough

plate; — = 0.234 Ra*%-218; .. = 0,194 Ra*0-21% a3 reported by Landis
and Yanowitz [23]
a b c
1.0
+Smooth
* oRough ¥ °
0.8r 1t J
Smooth Tgn_sition
Rough Transition
0 6__ ________________ Y e
> Ra = 1.9 x 101 _ T ]
0.4r F ]
+ O
Ra = 4.1 x 10"
0.21
+0 0O
0 . . . . . .
0 100 200 0 100 200 0 100 200 300
hyH/k hyH/k hyH/k

Fig. 10(a), Local Nusselt number for the isothermal heated plate: Ra =

1.9 x 1010; + = smooth plate; o

rough plate; — = 0.526 Rat .

Yy~ 14 (0.73 — 0.46y)1'25 as reported by Schinkel et al. [22]; —« —+ - =
location of transition on smooth plate; ------- = location of transition on
rough plate; (b) Ra = 2.6 x 1019;(c) Ra = 4.1 x 1010

Also included in Fig. 7 for comparison is an extrapolation of
the numerical prediction of Schinkel, Linthorst, and
Hoogendoorn [22] based on calculations for a two-
dimensional air-filled enclosure in the range 10* < Ra < 10°
with H/L = 1. The dashed line in Fig. 9 is a correlation based
upon experimental measurements made by Landis and
Yanowitz [23] using water and silicone oil in the range 2 X
106 < Ra < 1.5 x 10° with H/L = 10. The trends reported
by Schinkel et al. [22] and Landis and Yanowitz [23] agree
with the present results as to Rayleigh dependence but differ
by about 20 percent as far as the absolute magnitude of the
Nusselt number is concerned. This difference is assumed to be
a result of the use of a different apparatus in the case of
Landis and Yanowitz and differing boundary conditions in
the case of Schinkel et al.

Local Nu number information for the isothermal plate is
presented as a function of Rayleigh number in Fig. 10. The
data displayed in this figure cover the range 1.9 x 10!° < Ra
< 4.1 x 10'9 and represent the average heat transfer from a
horizontal strip 7.6 c¢m high which is centered on the y
location shown in the figures. Each horizontal strip is
composed of four of the 16 heaters which were used to control
the temperature of the plate. During the course of the ex-
periment we found local heat transfer measurements such as
these to be repeatable to within +7 percent. The solid line in

Journal of Heat Transfer

the figures is extrapolated from a correlation provided by
Schinkel et al. [22] in the laminar regime for A = 4, Pr = 0.7,
and 10° =< Ra/A® = 4 X 10°. The horizontal solid and
dashed lines indicate the approximate location of transition of
the smooth and rough plate, respectively, as determined from
Fig. 7. Figure 10(a) is for a Rayleigh number at which no
enhancement in the average Nusselt number occurs and in-
dicates that there is also no enhancement of the local Nusselt
number. Figures 10(b) and 10(c) are for Rayleigh numbers for
which the average Nusselt number is increased by the presence
of the rough plate. Figures 10(b) and 10(c) demonstrate that
this increase in the average Nusselt number is a result of a
dramatic increase in local heat transfer near y = 0.6.

Summary and Conclusions

We have conducted an experimental investigation of the
effect of one type of distributed roughness element upon
natural convection heat transfer in a cubical enclosure. These
experiments covered the range from the beginning of tran-
sition up to the point where 60 percent of the length of the
heated vertical surface had undergone transition. The
distributed roughness used in the present study reduced the
location of transition by about 5 percent. No enhancement
occurred until ~40 percent of the length of the heated plate
had undergone transition. Enhancement was larger for the

MAY. 1986, Vol. 1081335
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isothermal boundary condition than for the constant flux
boundary condition due to a dramatic increase in local heat
transfer of as much as 40 percent at y = 0.6, slightly above
the midpoint of the heated plate. Based upon the findings of
this study, the local heat transfer appears to be relatively
insensitive to the presence of the rough surface in the regions
of the enclosure boundary layers which detrain fluid into the
core. In the regions where the rough surface produces
enhancement, it appears to do so by disrupting the thermal
boundary layer and increasing thermal contact with the core.

The results of this study confirm that surface roughness can
be used to produce heat transfer enhancement in natural
convection enclosure flows. However, the level of enhance-
ment measured in the present investigation is much less than
that reported in [5, 7, 10]. This difference appears to be
primarily a result of the insensitivity of the detrainment
region in an enclosure boundary layer to the presence of a
rough surface. There is a need for further research with other
types of roughness elements to determine if the large increases
in local heat transfer which were measured in the present
experiment can be extended to produce a larger effect upon
the overall heat transfer.
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Serence techniques; upwind differencing is used in approximating the convective
terms. Far from the sphere, a ““transmitting’’ boundary condition is introduced; the
dimensionless temperature is held at zero for inward radial flow and the dimen-
sionless temperature gradient is held at zero for outward radial flow at a fixed
distance from the sphere’s surface. Numerical solutions are obtained using an

iterative method. Creeping flow heat transfer results are obtained for Peclet

numbers up to 10°.

Introduction

When a uniform electric field is applied to a dielectric fluid
in which a drop of another dielectric fluid is suspended,
charge accumulates at the interface. The field acting on the
free charges at the interface produces an electrostatic force
which generates liquid motion both within and outside the
drop. This flow has been studied analytically [1] and ex-
perimentally [2].

Taylor [1] analyzed the steady, creeping motion generated
by an electric field imposed on a drop. He determined the
relation among the ratios of the electrical conductivity,
viscosity, and dielectric constant for the drop to remain
spherical when subjected to an electric field. Taylor also
found the velocity distribution and the stresses acting to
distort the drop and described two types of circulatory
motion. In both cases, the streamlines are shown in Fig. 1 for
flow within and outside the drop. The direction of the fluid
motion was found to be independent of the orientation of the
applied electric field. The circulation is from equator to pole
at the interface when the product of the dielectric constant
and electrical resistivity of the surrounding fluid is greater
than the corresponding product for the drop. The flow is from
pole to equator otherwise.

Stewart and Morrison [3] examined the flow at small
nonzero Reynolds numbers. The effects of convective ac-
celeration on the stream function and deformation were
investigated using a regular perturbation expansion with
Reynolds number as the perturbation parameter.

The use of electric fields to enhance heat or mass transfer
has been proven effective in such disparate areas as boiling
heat transfer [4], condensation heat transfer [5], and con-
vection from horizontal wires [6]. Electric field enhanced heat
or mass transfer from drops has also been widely considered.
Experimental results of Lazarenko et al. [7] for heat transfer
and Thornton [8] for mass transfer have demonstrated large
increases in the transfer rate.

Theoretical results have been obtained for both the low
Peclet number [9] and high Peclet number [10] cases. The low
Peclet number results of Griffiths and Morrison [9] were
obtained assuming dominant continuous phase resistance and
stcady state. Regular perturbations were successful for
analyzing the heat transfer because far from the body the fluid
velocity is O(Ua?/r?) and the ratio of convection to conduc-
tion far from the body is, correspondingly,
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Therefore, the conduction solution is a uniformly valid ap-
proximation for the zeroth order solution for small Peclet
number. This is not true for the translating sphere. In that
case, conduction cannot dominate far from the body so that
the conduction solution is not uniformly valid for a zeroth
order solution [11, 12].

An exact solution for transport from a translating fluid
sphere at high Peclet number was obtained by Chao [13]. A
similar approach was used by Morrison [10] in analyzing the
high Peclet number, transient transport in circulating flows
generated by an electric field. The special case of steady-state,
continuous phase resistance can be derived from those results.
Morrison found that the high Peclet number heat transfer
coefficient was proportional to the magnitude of the applied
field.

Thus, results for circulating flows at zero Reynolds number
have been established for both the low and high Peclet
number cases. In this paper, steady heat transfer results for
the intermediate Peclet number are obtained using finite
difference techniques. The known solutions for low and high
Peclet numbers are useful as limit checks for the numerical
solutions.

Another powerful global check is the overall Nusselt
number. Brenner [14] has shown that the Nusselt number for
transport from an isothermal body of any shape to a fluid of
uniform temperature remains unaltered when the flow is
everywhere reversed. Although local fluxes differ greatly, the
overall heat transfer is independent of the direction of flow.
This phenomenon was observed in both the high Peclet
number and low Peclet number results.

=0[(a/r)Pe]

Mathematical Formulation

Consider steady electroconvective flow about a drop of
radius a. Attention will be restricted to the case where the
dominant thermal resistance is found outside the drop. For
this external flow, the stream function is [1]

V= Ua*[{a/r)? — 1]sin0cos 0 ¢))

As shown in Fig. 1, ris the radial distance measured from the
center of the drop and 6 is the polar angle.

The speed U is the maximum speed produced by the electric
field. This maximum speed occurs at the interface where 6 is
w/4. Taylor found this to be

—9E2a62 [0]6]/0262—1]

- 87(2+0,/05)* L 5(u; + ) @
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Fig. 1
field

Streamlines of the creeping motion generated by an electric

The subscripts 1 and 2 refer to the surrounding fluid and
the drop, respectively. E is the magnitude of the applied field,
o is the electrical resistivity, e is the dielectric constant, and
is the viscosity.

If the convection of surface charge by the fluid motion is
neglected, then the steady-state temperature distribution is
governed by the energy equation, which for axisymmetric
flow with constant properties may be written in non-
dimensional form as

L9 R?u, D+ ! 9 (sin Qu,T)

R2 AR T Reino g Ve
2 (62T+2 oT 1 T 1 62T> o
Pe\aR? " RaR " R2°7 %0 T R? a0

The Peclet number Pe is defined in terms of the maximum
speed U, the thermal diffusivity o, of the continuous region,
and the drop radius ¢

Pe= — “4)

The dimensionless temperature T'is defined as
=1y
T= —— )

Tt ~t.

where ¢ is the local temperature, ¢, is the temperature of the

surrounding fluid far from the drop, and ¢, is the temperature
of the drop. A dimensionless distance is defined by

R=r/a (6)
The dimensionless velocity components are
u,=v,/U (N
and
ug=v,/U )

where v, and v, are the velocity components determined from
the stream function y and are given by

1 Y
Ur= sine a6 ©)
and ’
-1 d
vg:rsin(} % (10)
The boundary conditions for equation (3) are
T=1latR=1 (1
and
T—0asR— oo (12)
Symmetry tangential boundary conditions are also used.
Introducing the transformation
x=R"! (13)
equation (3) becomes
w2 w22 w,n=
ax- " singag "’
N A P L (14)
Pe ax? a6 36?
where
U,=(1—x*)(2 cos?f—sin?) (15)
and
U, =2x*sin?8 cos 6 (16)
The boundary conditions for equation (14) are
T=latx=1 17)
T—0as x—0 (18)
aT (19)

3 =0atf=0and f=7/2

Nomenclature

u, = dimensionless radial X = horizontal axis = R sin ¢
a = sphereradius velocity component Y = vertical axis = R cos ¢
E = magnitude of the applied u, = dimensionless tangential o = thermal diffusivity
' field velocity component e = dielectric constant
Nu = average Nusselt number U = the maximum circulation ¢ = polar angle
Nu, = local Nusselt number speed p = viscosity
O = order of magnitude U, = radial velocity used in the o = electrical resistivity
Pe = Peclet number finite-difference equation Y = Stokes stream function
Pe,, Pe, = falsediffusion terms U, = tangential velocity used w = relaxation parameter
r = spherical radial position in tl}e finite-difference Subscripts
R = dimensionless spherical equation
radial position ‘ v, = radial velocity com- 1 = outside drop
t = local temperature ponent 2 = insidedrop
t, = temperature of the sphere vy = tangential velocity i,j = nodeindices
t, = ambienttemperature component S .
T = dimensionless tem- v = velocity vector uperscripts
perature x = transformation (R ') n = iteration
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Equation (14) along with equations (15) and (16) are solved
numerically subject to the boundary conditions given in
equations (17), (18), and (19).

Numerical Procedure

In approximating the diffusive terms, second-order central
differences are appropriate. There are no instabilities
associated with approximating the diffusive terms in this way.
The centered difference form of these terms has a truncation
error of order (Az)2(3*T/dz%).

The difficulties encountered in numerical solutions of
transport equations arise from the convective terms. Initially,
one would be tempted to use second-order central differences
for these terms. This leads to a truncation error of order
(A2)?(8°T/8z3), but the requirement of stability prevents this
approximation from being effective. For a one-dimensional
problem, the cell Peclet number must be less than or equal to
two for the solution to be stable [15].

A method used to overcome this difficulty was developed
by Lelevier, e.g., see [16]. The method is known as upwind
differencing, the donor cell technique, or the method of
positive coefficients. A one-sided difference is used in ap-
proximating the convective terms. In this first-order method,
information is advected into a cell only from cells that are
upwind of it.

An error analysis of the upwind differencing method
reveals a false diffusion term. Theoretically, this false dif-
fusion term can easily exceed the physical diffusion term by
orders of magnitude, but the practical situation is not quite
this severe. It can be shown, however, that in regions where
the Prandt]l boundary layer approximations are valid, this
false diffusion effect is negligible [17]. A Taylor series ex-
pansion shows that equation (14) is equivalent to

d x 0
e (U, D+ — (U D=
¥ oW g 8D
2T/ 2 2 aT
4 — = +P .)+— 2 cot 0=
X axZ(Pe )T pe* %
+ ZaZT( 2 +Pe) 0)
o2 \pe T
where
Pe, =(A0)U, /2 @1
and
Pe, = (A U,/2 (22)

Pe, and Pe, are the radial and tangential components,
respectively, of the artificial diffusion terms. In any region
where the boundary-layer approximations apply, 8> T/36° will
be small and the effect (2/Pe + Pe,) will be small in equation
(20). Also, U, will be small, so Pe, may be less than 2/Pe.
Therefore, the artificial viscosity terms are negligible. The
main advantage of upwind differencing is that it is not
stability limited by a cell Peclet number.

A conservative finite difference representation of the
convective terms, developed by Torrance [18], is employed

@, Ti—u; T; )/ Az @, u;,>0)
M = (23)
9z :
@ Ty —u; 1 T/ Az (@, u; 1 <0)
where
U, =y +U,)/2 (24)

If the two mean velocity coefficients are of different signs,

Journal of Heat Transfer

one term from the numerator of each of the two ap-
proximations shown is required.

Successive overrelaxation is used to solve the system of
equations associated with the finite difference ap-
proximations. A relaxation parameter was introduced

T =T g+ alyy!

where the overbar indicates the Gauss-Siedel value.

Convergence of the computed values of temperature was
assumed when the difference between successive iterations
was less than 5 X 1079, The mesh used was 121 x 121
resulting in the transformed radial step size of 0.00825 and the
grid size for the angle of 0.75 deg. For comparison,
calculations were also made with a mesh of 61 X 61, At a
Peclet number of 10?, the calculated Nusselt number was
within 1.8 percent of that found using the 121 x 121 grid.

The position of the outer boundary was held constant for
all Peclet numbers, that boundary being R = 100. Conditions
imposed at the outer boundary have a dramatic effect on
computational effectiveness. The easiest method is to com-
pletely specify the temperature along the outer boundary.
This can be achieved either by using ‘‘infinity’’ boundary
conditions at the extremes of the mesh or by using asymptotic
solutions applicable at large but finite distances from the
drop’s surface. Imposing different conditions on inflow and
outflow portions of the boundary proves to have decided
advantages. This usually allows a considerably shorter
computational mesh for comparable accuracy in the region
near the interface. The boundary condition used at the outer
boundary was 7 = O for inflow and d7/0x = 0 for outflow
[16].

The evaluation of the average Nusselt number given by

25)

a2 (0T .
Nu=2| /2(—) _ singdf

0 P (26)

was obtained using the trapezoidal rule for integration.

The gradient (87/0x),_, can be evaluated using first or
second-order finite difference techniques or even higher order
accurate techniques for that matter. For the gradient in this
case, first-order finite difference methods will be shown to be
appropriate by examining the limiting analytical solution.

The first-order finite difference approximation is given by

2

(5),=- (K})U,-—Tm)w[(mm%)i] @)

and the second-order finite difference approximation is given
by

(52). -

1 3T
s ()
3 OT ~ 4Tl +rrolerr(S5), | @
Consider now the exact solution for large Peclet number given
by Morrison [10]

T=1-erf[Pe'2(R-1)f] (29)
aZT —~1/2 372 2 2
IR =477 12f3Pe32(R — Iexp[— (R —1)?Pe f ?] (30)
33T_4 -1/2 3p 3/21 2]21:) R 12
SR3 AT S Pe e[ - e(R—1)*]

cexp[—(R~1)*Pe f ?] (31
where f = cos 6 for pole to equator flow and f =

sin20/(1 +sin%6)'/? for equator to pole flow. The error term
for the first-order finite difference approximation of the
gradient at R = 1 is identically zero. This is not the case for
the second-order finite difference of the gradientat R = 1. In
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that case, the error term is 47 ~!2(AR)%f 3Pe??. Therefore,
the first-order approximation is fitting for determining the
gradient. It is easier and just as good at high Peclet numbers.

shown in Fig. 2 and the isotherms are shown in Figs. 3-8. At
Pe = 0, which corresponds to pure conduction, isotherms
coincide with lines of constant R. At low Peclet numbers, as
in Fig. 3 and Fig. 4, the isotherms diverge from the con-
. duction solution as lines of constant R and resemble prolate
The streamlines for the steady electroconvective flow are  and oblate spheroids. As the Peclet number is increased

Numerical Results
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further, as in Fig. 5 and Fig. 6, the isotherms are compressed
at the frontal stagnation point and thicken as the rear
stagnation point is approached. As the Peclet number in-
wake. At large Peclet numbers, as in Fig. 7 and Fig. 8,
isotherms near the drop’s surface are very close to each other
at the frontal stagnation point and thickens as the rear
stagnation point is approached. As the Peclet number in-
creases, transport rates at the front of the sphere increase
while those at the rear stagnation point decrease.
The local Nusselt number given by

aT
(%)
NUH ax x=1

is shown in Fig. 9 for pole to equator flow and Fig. 10 for
equator to pole flow. The local Nusselt number increases for
increasing Peclet number at the frontal stagnation point. At
higher Peclet numbers, the local heat transfer should decrease
at the rear stagnation point. Figures 9 and 10 show that the
local transfer actually increases at higher Peclet numbers. The
local Nusselt number is quite sensitive near the rear stagnation
point because the temperature gradients are quite small, Even
at high Peclet numbers, the temperature distribution ap-
proaches the conduction solution far from the drop’s surface.
Because of this infinity boundary condition and machine
storage capacity, accurate solutions near the rear stagnation
point were not feasible. The average Nusselt number is
relatively unaffected because little transfer takes place near
the rear stagnation point. .

Figure 11 shows the overall Nusselt number obtained by the

(32)
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perturbation analysis of Griffiths and Morrison [9],
boundary layer analysis of Morrison [10], and the present
numerical results. The perturbation results agree with the
numerical results within 4.3 percent up to a Peclet number
equal to 75. The numerical results approach the exact
boundary layer analysis at high Peclet numbers; at a Peclet
number of 750 the numerical results agree with the boundary
layer solution within 3 percent.

The overall calculated Nusselt number for the pole to
equator flow was always within a percent of the equator to
pole flow. Since the temperature distributions and local
Nusselt numbers of equator to pole flow differed greatly from
their counterparts in pole to equator flow, this global check
provides valuable evidence of computational accuracy.

Since the dimensionless equations and boundary conditions
governing mass transfer are identical to those of heat transfer,
the solution to these equations are also identical. Equivalent
results for mass transfer may, therefore, be found by simply
replacing the Nusselt number by the Sherwood number and
the dimensionless temperature by the dimensionless con-
centration.

Dedication

This paper is dedicated to the memory of Frank A.
Morrison, Jr., my teacher, my advisor, my friend.
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The present paper deals with experiments using air in three helically coiled rec-
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tions for secondary flow. The friction factors change gradually with increasing

Reynolds numbers over the range 1200-10,000 without exhibiting a sudden transi-
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1 Introduction

Curved or rotating ducts of rectangular cross section with
coolants flowing through them find several applications in in-
dustry. Large generators have hydrogen flowing through ducts
rotating parallel to an axis, while several types of large motors
have air entering radially through smail ducts and flowing out
axially thereafter. In all these cases, the temperature limitation
on the material being cooled and the associated heat transfer
play an important role in determining the power outputs and
machine sizes. For appropriate design, it is essential to know
the heat transfer and the pressure drop during fluid flow under
the actual conditions encountered in these machines. At
present, this information is not available and the design is
often based on stationary straight tube data.

The fluid flowing through a stationary curved duct or a
rotating straight duct is subjected to forces which act locally in
a direction normal to the main flow direction. Depending
upon the duct curvature or the speed of rotation, these forces
can reach values which are very large compared with normal
gravitational acceleration. As a result, secondary flows
transverse to the main flow direction are set up, with the for-
mation of vortex cells. The number and the geometry of these
cells depend upon the duct geometry (circular or rectangular)
and the Reynolds number as well as other nondimensional
parameters. For a curved duct (Fig. 1a), the parameter of in-
terest depends on the duct geometry and curvature, while it is
a function of the rotational speed, the duct size, and other
variables for rotating ducts.

The type of cross flow one can envision in a curved channel
is indicated in Fig. 1(»). This appears to be similar to that
generated in rotating straight ducts, since the secondary flows
are caused by either centrifugal or Coriolis forces. There is
strong evidence to indicate that they affect the stability of the
main flow so as to reduce the sharpness of transition between
laminar and turbulent conditions. The result may be a gradual
variation of friction factor with Reynolds number. The fric-
tion factors and heat transfer coefficients often become much
higher than in straight tubes of the same diameters and at
similar Reynolds numbers.

Trefethen [1] experimented with water in long circular
tubes and found that in the laminar region, the friction factor
increases with rotational speed. In the turbulent region, the
rotational speed has only a small influence on the friction fac-
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tion from laminar flow to turbulence. At all Reynolds numbers, these are higher
than those for a straight duct by 20100 percent. The heat transfer coefficient is also
higher than that for straight ducts ranging between 20-300 percent, depending on
the Reynolds number. The largest increases are seen in the Reynolds number range

tor, as compared with that of a stationary duct. Trefethen also
showed that the forces acting on the fluid would result in
secondary flows that are similar in curved stationary tubes and
straight rotating tubes.

Several other studies dealing with curved tubes can be found
in the literature [2-4]. Mori and Nakayama [S, 6] have ana-
lyzed curved circular tube flow by dividing it into two parts: a
core region which is potential in nature and a boundary-layer
region affected by viscosity and confined to the walls. They
show that the effect of secondary flow increases markedly
with increase in duct curvature. Mori and Nakayama found
that the curvature has much less influence in fully developed
turbulent flow than in laminar flow.

Humphrey et al. [7], Melling and Whitelaw [8], and Buggeln

TS
2

Fig. 1(a) Curved rectangular duct nomenclature

|t b—»

Y

Fig. 1(b) Secondary streamlines

MAY 1986, Vol. 108/ 343

Copyright © 1986 by ASME

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



et al. [9] have reported numerical sclutions of flows in curved
ducts. In these reports, the flows have been assumed to be
completely turbulent and the appropriate equations of motion
solved by using a suitable turbulence model. In both [7] and
[9], the calculated results agree reasonably well with ex-
perimental data up to a bend angle of 45 deg. A similar
calculation applying to laminar flow in a straight rectangular
duct rotating about an axis parallel to itself has been
developed by Neti et al. [11].

Measurements of developing flow in right angled and 180
deg bends have also been reported in the literature [7, 9, 24]. It
has been observed that inlet boundary-layer thickness in-
fluences the secondary flow and may affect turbulence as well
as heat transfer,

Cheng and Akiyama [12] have obtained numerical solutions
to flow in curved rectangular channels of various aspect ratios
and computed heat transfer coefficients as well. Their analysis
is applicable in laminar flow for Dean numbers in the range
0-10,000. Mori et al. [13] have used a momentum integral ap-
proach similar to that of Mori and Nakayama [5, 6] to
calculate heat transfer in a curved square duct. It is clear from
Cheng and Akiyama’s analysis that the assumptions of Mori
et al. [13]) are valid only for Dean numbers in excess of 700.

Even though rectangular curved ducts are widely used in in-
dustrial applications, not much of information relating to
them exists in the literature. A considerable amount of infor-
mation relating to circular curved tubes exists, though there is
an uncertainty about the effects of secondary flow on transi-
tion to turbulence as well as on heat transfer during transition.

Srinivasan et al. [14] carried out a review of available data
on helically curved circular coils as well as on spirally curved
circular coils and concluded that the Reynolds number for
transition between laminar and turbulent flows is larger than
for straight circular tubes. Srinivasan et al. [15] have also
published the results of a series of experiments on ten different
helically coiled circular tubes and obtained both the transition
Reynolds numbers and friction factors for these tubes. They
have established three correlations for friction factors de-
pending upon the tube-to-coil diameter ratio, each correlation
valid in a certain range of Dean numbers. An interesting
aspect of their correlations is that a critical Reynolds number
is proposed for turbulent flow, in addition to a transition
region stretching over a range of Reynolds numbers. This im-
plies that there is no sharp cutoff point for transition between
laminar and turbulent flows. Indeed, an examination of their
graphs indicates that straight lines have been drawn through
regions of scatter in the data and that the secondary flow due

Datametrics

to curvature so modifies the friction factor that it is not poss;.
ble to determine specific points of break in the data heralding
the onset of turbulence. The friction factor curve is 5o smooth
that the “‘critical Reynolds number’’ for transition could havye
been picked at one or more of several points more or less ar.
bitrarily. A continuous change from laminar flow to tur.
bulence occurs, deviating more and more from the classicy]
laminar straight tube data, until fully turbulent flow is no.
ticed. In view of these uncertainties and lack of other informa.
tion, it was thought fit to establish data on curved ducts
relating to both heat transfer and pressure drop. A rectangular
geometry was chosen primarily because of its applications ip
industry.

In the present paper, the results of experiments on helica]
rectangular ducts with mean coil diameters of 12.7 cm (5.0
in.), 17.8 cm (7.0 in.), and 22.86 cm (9.0 in.) are described,
Friction factors and Nusselt numbers have been calculated for
each duct. As opposed to observations for a straight duct,
there exists a regime where the flow is dominated by secondary
flow effects and it is therefore difficult to tell whether it is
laminar or turbulent by observing the friction factor curve,
This regime extends over a wide range of Reynolds numbers
betweem 1000 and 10,000, so that the classical transition be-
tween laminar and turbulent flows does not occur in curved
ducts. With increasing Reynolds numbers the friction factor,
which is influenced by secondary flows, gradually changes
from laminar values to those in turbulent flow. Also, cur-
vature can raise the friction factors and heat transfer by as
much as 100~300 percent in the range 1000 < Re < 3000, while
the increases are much smaller at large Reynolds numbers.

2 Experimental Details

A schematic diagram of the fluid flow loop used in the study
is shown in Fig. 2. The coiled rectangular ducts were made of
wave-guide tubing, 1.27 cm X 0.64 cm (0.5 in. X 0.25 in.) outer
dimensions and walls 1 mm (0.04 in.) thick. Tests have been
conducted on three helices, with respective mean diameters
12.7 cm (5.0in., /R =0.068), 17.8 cm (7.0 in., b/R = 0.0486),
and 22.9 cm (9.0 in., /R =0.0378).

Air at 600 kP (90 psia) was cooled, dehumidified, filtered
and then led into the duct through a pressure regulator and a
control valve, The rate of air flow could be adjusted to lie
anywhere between 4.5 X 1074-4.5 x 1072 m3/s (0.1 and 10
scfm), as necessary.

The air flow rate was measured with a Datametrics linear
flow meter (Model 800-L, range 4.5x 1074 —2.5x 102 m?/s
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Fig. 2 Schematic diagram of apparatus
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Fig. 3 Guard heaters and instrumentation at the duct inlet

or 0.1-5 scfm and accuracy 0.5 percent of the set scale value)
or a Cox turbine flow meter (range 2.5-7.5x 10~2 m~2/s, ac-
curacy 0.2 percent of set value). The meters were connected in
parallel with shutoff valves, so that either of them could be
used for flow measurement at any given time. (In Fig. 2, only
one instrument has been shown for purposes of clarity.) The
total range of flow in which the experiments were conducted
was between 4.5x 1074 —3.6x10-2 m?/s (0.1-8 scfm), cor-
responding to a Reynolds number range of 450-35,000.

A straight wave-guide tube of the same internal and external
cross sections as the helical duct, 2 m (6 ft) long
(length/hydraulic mean diameter = 300), was connected
tangentially to the helix to provide a well-developed and
smooth flow at the inlet. A similar straight section, 0.6 m (2 ft)
long, was connected at the exit end of the test section.

The air pressures were monitored with static pressure taps at
six stations along the duct, spaced equally apart and half a
turn away from one another. In addition, pressures were
measured at every station with taps, located one on each wall
of the duct. These measurements were used to obtain an
estimate of the velocity of secondary flow, as compared with
that of the main flow. A scanivalve connected to the taps and
a Validyne pressure transducer permitted the pressure at every
tap to be monitored as required. The whole system was
precalibrated and could provide accurate data, within 0.25 kP
(0.2 in. of water). In addition to these, the air pressures at the
inlet of the duct and at the flow-metering instruments were
measured with a Heise bourdon tube instrument that had a
least count of 0.3 kP (0.05 psig).

For heat transfer studies, the duct was heated electrically by
passing a d-c current through its walls, controlled by a
regulated power supply, capable of providing a maximum of
500 A. The current flow was measured with a calibrated 100
microhm shunt (rating: 100 mV at 1000 amp). The duct was
well insulated with fiberglass and styrofoam packing pellets,
so that thermal losses were reduced to a minimum.

Heavy copper bus bars, connected one at each end,
transmitted power to the duct from the power supply. In order
to minimize heat transfer from the duct to the bus bars,
secondary electrical heating was provided with 40 W flat strip
heaters glued to each bus. The strip heaters could be main-
tained at any desired temperature by using variacs operating
off a-c 110 V mains. During each test, the bus temperatures
could be controlled within 0.3°C (0.5°F) of those on the duct
at these points. At these temperature differences, the end
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losses were estimated to be less than 0.5 percent of the power
input to the duct.

The temperatures at six stations along the duct (as well as
around the duct at each station), were measured with copper-
constantan thermocouples glued to each flat face of the duct.
In addition, the temperatures of the air at the entry and the ex-
it of the curved duct were measured with thermocouples that
were inserted into the duct, through an insulating material, 6.3
cm (0.25 in.) thick, placed above the bus. The details of the
thermocouple locations and the pressure taps at the inlet are
indicated in Fig. 3.

Adiabatic flow data were first obtained by passing dry,
dehumidified air through the unheated duct. The pressures at
all the locations, the mass flow rate, and the air temperatures
at the inlet and the outlet were measured. These data enabled
the calculation of friction coefficient and the Reynolds
number, corresponding to the mean temperature within the
duct.

Before performing the heat transfer tests, the energy losses
through the insulation were determined by turning on the
‘heaters and the current through the duct without any air flow.
The bus-bar temperatures were matched with those of the

MAY 1986, Vol. 108/ 345

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



xemie—x Present Data, 12.7 & 17.8 cm Ducts

» Present Data, 22.9 cm Duct
O Present Data, Straight Duct and Jones [16]
——-==s Smooth Rect. Duct, Sparrow {19]

o

= — == Coiled Circular Tube, Srinivasan [15]

<]
8
& 01— st 622
s T 7 Re Srinivasan (12.7 cm & 17.9 cm Ducts)
5 N {22.9 cm Duct)
: AN

Y

-
Jones [16]
.01 I i
102 10° 104 105

Reynolds Number
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thermocouples located close to the duct ends, within 0.3°C
(0.5°F), so that the duct ends could be treated as insulated.

The total power input to the duct and the temperatures at

various locations along the duct were measured to obtain a
power loss versus average duct temperature curve, one for
each duct.

During the heat transfer test with air flow, the duct surface
temperatures at the inlet and the exit were again matched with
those of the bus bars. All the temperatures, pressure drops,
the flow rate, and other data were recorded after steady state
was reached.

3 Results and Discussion

In order to check the instrumentation, a few tests were first
run on a straight duct 1.2 m (4 ft) long, provided with pressure
taps as well as thermocouples, one each at the inlet and the exit
and at two other intermediate positions, 0.38 m (15 in.) apart
from each other. Pressure drops were measured and the fric-
tion factors calculated at each Reynolds number in the range
1300-32,000, resulting in the graph shown in Fig. 5. The
results have been compared with the graphic data given by
Jones [16], applicable to rectangular ducts of aspect ratio 2:1.
The data points agree reasonably with the predictions of
Jones. A few data points were also obtained for comparison
with heat transfer correlations in straight duct flow and are in-
dicated in Fig. 7 as squares. They show that the instrumenta-
tion for friction factor and heat transfer used in the present ex-
periment is reasonable.

The graph of measured pressures along the curved duct
(Fig. 4a) shows that the pressure drops linearly along the duct.
Further, the graphs (Fig. 4b) show that the difference in
pressure between the outer radius and the inner radius is essen-
tially the same, no matter at what station it is measured. Both
these results indicate that the effect of entrance was confined
to a very short section at the inlet and that the secondary flow
was fully established all along the duct. Hence, it could be
assumed that the flow was hydrodynamically fully developed.

The friction factors calculated from fully developed
adiabatic flow data are shown in Fig. 5. For both the 12.7 cm
and 17.8 cm (5.0 in. and 7.0 in.) helices, very nearly the same
values were- obtained within the limits of experimental ac-
curacy. For the 22.9 ¢cm (9.0 in.) duct, the friction factor data
fall between those of the straight duct and those of the other
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two ducts. The values for all the curved ducts are above those
of straight ducts by 20-100 percent, depending upon the duct
size and the Reynolds number. The 12.7 cm and 17.8 cm dugfs
exhibit friction factors which are about 30 percent larger,
while the 22.9 cm duct exhibits increases of about 20 percent
above those of a straight duct, both for small Reynolds
numbers (Re=850) and for large Reynolds numbers
(Re>10,000). What is interesting is that while there exists a
clearly discernible transition between laminar and turbulent
flows in a straight duct, no such sharp transition exists in the
curved duct. The friction factors change gradually with in-
creasing Reynolds numbers, so that it is impossible to tell by
looking at the friction factor curve where laminar flow ends
and where turbulent flow begins. This is the region which is
dominated by secondary flow effects. These curves are similar
to those of Johnson and Morris obtained from pressure
measurements in a circular duct rotating about a parallel axis
[17]. In that test, air was passed through the duct without
heating and the friction factors caused by entrance effects
were measured. The curves of friction factors plotted against
Reynolds numbers look much like the curves for friction fac-
tors presented in Fig. 5, except that they vary with distance
from the inlet. Johnson and Morris observe that there is no
“dip”’ in the friction factor-Reynolds number relationship
which is characteristic of stationary straight tubes.

Rayleigh [18] has shown that flows with curved streamlines
are stable if the circulation increases with radial distance from
the center of curvature. Otherwise, the flow will become
unstable. Assuming the Rayleigh criterion to hold in the
present case, the flow may be expected to become unstable
near one wall of the duct and to be stable near the other wall.
Also, Kelleher et al. [23] have performed measurements and
flow visualization experiments in a curved rectangular chan-
nel. From their data, it can be seen that flow disturbances exist
at the inner wall even below Re = 800 (Dean No. = 140). In
addition, if one assumes in a simple-minded way that the
secondary flow near the walls is of the boundary-layer type
(Mori and Nakayama [5]), it is likely to be unstable in the area
where it faces an adverse pressure gradient. Similarly, it is like-
ly to be stable in the area where the pressure gradient is
favorable. Hence, once secondary flow is established, there
may exist a range of Reynolds numbers where the secondary
vortices dominate and maintain laminar flow over part of the
cross section and turbulent flow over the remairning part. With
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increasing Reynolds numbers, it is conceivable that the
character of the flow changes gradually, until turbulence is
reached all over the cross section. This could result in the
behavior that is exhibited in Fig. 5. Further experimentation
along with flow visualization is necessary to determine the
flow pattern in the duct, before the reasons for the observed
variation in friction factors are known. At any Reynolds
number, the secondary vortices tend to increase the friction
factor as compared with that in a straight tube, due to the in-
creased length of fluid path in the duct.

Srinivasan et al. [15] have established empirical correlations
for predicting the critical Reynolds number and turbulent fric-
tion factors in coiled circular tube flow as given by the
equations:

Re, =2100[1 + 12(d/D)"$]
Sf(D/d)%5 =0.336[Re(d/D)?] 02

(1a)
(15}
where

Re =Reynolds number based on tube diameter
Re,,; =critical Reynolds number
Jf=friction factor

Here, d is the tube diameter while D is the helix mean
diameter. A plot of equation (la) (using the hydraulic
diameter in place of d) is also shown in Fig. § as a dashed line,
for comparison with the present data. For both the 12.7 cm
and 17.8 cm helices, essentially the same line is obtained, since
the dependence of friction factor on the helix diameter in the
above equation is not strong enough to show up in the plot.
For Reynolds numbers above 8000, the agreement of this
equation with the present data is excellent. For smaller
Reynolds numbers, the rectangular duct data show a higher
friction factor than circular tube data.

During the heat transfer tests, because of constancy of
generated energy flux at the surface and good insulation
around the duct, the axial variation in wall temperature was
nearly linear over a very large portion of the duct length. The
differences in thermocouple readings around the duct at any
axial location never exceeded 0.6°C, so that they were aver-
aged to obtain the duct wall temperature at the location. A
typical temperature profile obtained with the 17.8 cm (7.5 in.)
duct at a Reynolds number of 2000 is indicated in Fig. 6. At
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the inlet and the exit sections where guard heating was
employed, the temperature gradients are nearly zero.

By knowing the energy input, the losses through the insula-
tion at various temperatures and the axial energy conduction,
an energy balance was carried out to determine if the energy
transferred to the air was equal to the net energy transfer at
the duct walls. For all the data reported, the energy balance
was correct within 10 percent. Finally, the heat transfer coeffi-
cient and the Nusselt number were calculated from a
knowledge of air temperatures and the surface temperatures
by using the logarithmic mean temperature difference. The
results applicable to the middle duct section where the end ef-
fects were considered as negligible are exhibited in Fig. 7.
Again, these may be expected to apply in fully developed flow,
since very little variation in heat transfer coefficient was no-
ticed among the middle three sections.

In analogy with the behavior of friction factor, one should
expect the Nusselt number at very small Reynolds numbers to
approach the value of 2.88, which applies to a stationary
straight rectangular duct of aspect ratio 2. Even though the
points indicate that they approach this value at Reynolds
numbers below 1000, it is likely that free-convection effects in
the curved duct have influenced the data resulting in lower
heat transfer coefficients than would occur with purely forced
flow. A rough estimate of the effect of free convection due to
duct orientation indicates that its influence is such as to op-
pose the main flow and its magnitude is comparable with that
of forced convection at low Reynolds numbers. Above a
Reynolds number of about 1200, free-convection effects are
quite small and the data presented can be considered as
realistic. Based on an error analysis, experimental uncertain-
ties have been estimated as +2 percent in Reynolds numbers
and +9 percent in Nusselt numbers. The heat transfer coeffi-
cient first rises rapidly with increasing Reynolds numbers be-
tween 1200 and 2500 and then, more gradually, for Reynolds
numbers above 2500. In fully developed turbulent flow the
Nusselt number becomes 10-20 percent higher than for
straight duct flow [20, 21]. Like friction factors, the heat
transfer coefficients too are higher than for straight tubes at
all Reynolds numbers by amounts varying between 10-300
percent, the largest differences occurring between Reynolds
numbers of 1200 and 2500.
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Singh and Bell [4] have obtained data on circular curved
tubes (0.024<d/D<0.05) and have correlated them in the
range 70<Re <7000 by the expression

Nu, = [0.224 + 1.369(d/D)][Re(0-30! + 0.318(d/D) 1pr(1/3) Q)
where

d=tube diameter
D = coil diameter
Nu, = Nusselt number for the coiled tube
Pr=Prandtl number of the fluid flowing through the
duct

A plot of this equation for air (Pr = 0.7) is shown in Fig. 7.
What is surprising here is that at very small Reynolds
numbers, Singh and Bell’s data do not seem to show a tail
leading asymptotically to the straight tube result which is well
known to be around 3.46 for circular tubes. Also, there is no
pronounced change in the heat transfer coefficients due to
transition, as presently observed for rectangular ducts. These
differences may be due to the different fluids used in the two
cases: All of Singh and Bell’s data apply to liquids of relatively
high Prandtl number (3.46 < Pr<5.4), while the present data
apply to air. Some recent data for water flow obtained by the
present authors and not exhibited here seem to agree with
Singh and Bell’s correlation better.

A comparison of the present data with the correlation of
Clark [22] obtained by a regression analysis of several data
points is also shown in Fig. 7. Clark’s equation is

Nu,/Nu, = 1.0 +2.12(d/D)°"! 3)

where
Nu, =0.023Re?#Pr0+4

is the Dittus-Boelter correlation applicable to straight tube
heat transfer. Equation (3) applies in turbulent flow and
agrees reasonably with the present data for Reynolds numbers
above 5000. For smaller Reynolds numbers, the agreement is
not good. This is probably due to differences in geometry as
well as due to transition effects which are different between
tubes and rectangular ducts. As already seen, friction factors
for coiled circular tubes and rectangular ducts are not the
same in the region where secondary flow effects dominate. In
this range of Reynolds numbers, therefore, it is not surprising
that the heat transfer data do not agree well with those of cir-
cular tubes.
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Pressure drop measurements were also made for flow with
heat transfer, for comparison with adiabatic flow results.
Because of low thermal fluxes and temperature differences,
negligible changes in friction factors were noticed with and
without heat transfer. Hence, friction factor data with heat
transfer have not been separately presented.

Curve fits have been obtained for friction-factor and heat
transfer, applicable to all the ducts. The friction factor cor-
relation curve chosen as an asymptote to the laminar duct data
at low Reynolds numbers and an asymptote to Srinivasan’s
correlation at high Reynolds numbers is given by

S=1(62.2/Re+ C))°t + C,/Re®2] Va1 “)
where f is defined by the equation
S=2g.D Ap/(plV?) &)

Here

Ap =pressure drop in a duct of length /

p =density of fluid

g. =dimensional constant
The rest of the quantities have the same significance as in the
earlier equations. The quantities C,, C,, e, and e, are con-
stants depending upon the duct diameters.

For the 12.7 cm and 17.8 cm mean diameter ducts

C,=0.01; e, =0.753
C,=0.2364; e,=0.1883
For the 22.9 cm mean diameter duct
C;=0.0058; e;=1.255
C,=0.217; e,=0.314

The correlations above are applicable only in the Reynolds

number range 600<Re<25,000. Within this range, the cor-

relations provide results with a root mean square error of 3.55

percent for the 12.7 cm and 17.8 ¢m ducts, and 4.44 percent

for the 22.9 cm duct. The maximum errors are — 8.62 percent

for the 12.7 cm duct and — 8.8 percent for the 22.9 cm duct.
The correlation applicable to heat transfer data is

Nu = C,ReC4Pro4 (6

Here again, C; and C, are constants, depending upon the
helix mean diameters. For the 12.7 cm duct
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C;=0.1754; C,=0.6198
For the 22.9 cm duct
Cy,=0.0592; C,=0.7227

This correlation is applicable in the Reynolds number range
3000 < Re <25,000. The root mean square and maximum er-
rors for the heat transfer correlations are respectively 2.65 per-
cent and —7.82 percent for the 12.7 cm duct, while they are
2.94 percent and — 7.2 percent for the 22.9 ¢cm duct.

An appropriate correlation which is applicable to several
ducts of differing hydraulic diameters and curvatures should
involve the ratio d,/D (hydraulic diameter/helix diameter) as
a parameter. However, the above correlations do not contain
such a parameter, since it was thought to be inappropriate to
specify a general correlation based upon data from only three
sets of experiments. The correlations provided in equations (4)
and (6) apply only to the particular geometries for which they
have been obtained and should not be construed as being of
general applicability or to hold outside the range of Reynolds
numbers specified above.

It appears from the above that one can obtain very large in-
crements in heat transfer as compared with those of straight
ducts, if the flow can be maintained at Reynolds numbers of
about 1800, with a curvature corresponding to that of the 12.7
cm (5.0 in.) helix. The penalty in increased frictional pressure
drop is not large, as compared with the increase in heat
transfer. It may be possible to utilize this fact to design heat
exchangers with improved performance.

4 Conclusions

1 Experimental data obtained on curved rectangular ducts
show that there is no well-defined transition point between
laminar and turbulent flows. There exists an extended range of
Reynolds numbers over which the friction factor changes
gradually under the influence of secondary vortices, until fully
developed turbulent flow is reached. At large Reynolds
numbers, the present results agree quite well with circular tube
data.

2 The friction factors are higher than those of a straight
duct by amounts ranging between 20 and 100 percent, de-
pending upon the Reynolds number and duct curvature. The
largest differences occur below a Reynolds number of about
3000.

3 For Reynolds numbers above 5000, the present
heat transfer data agree reasonably with those of
coiled circular tubes. In this range, the Nusselt numbers are
above those of straight tube values by about 13-20 percent.

4 At Reynolds numbers between 1200 and 5000, the pres-
ent heat transfer data differ considerably from those of
straight tubes as well as those of coiled circular tubes. Overall,
the curved duct heat transfer coefficients exceed those of
straight ducts by magnitudes ranging from 20 to 300 percent,
depending upon the Reynolds number and the helix diameter.
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Experimental results were obtained on pressure drop and heat transfer in a laminar

F. Bavat flow of air in a rotating heated rectangular duct. The duct had a 2 to 1 aspect ratio,

and was parallel to, but displaced from, the rotor axis. Data presented on Nusselt
number in the inlet region and dimensionless pressure drop in the inlet and fully
developed regions were found to be in close agreement with numerical finite dif-
ference solutions to the laminar flow equations. Laminar heat transfer and pressure
drop are strongly affected by rotation, beginning to increase for values of Grashof
number in excess of 10°. For a Grashof number of 10°, the Nusselt number is ap-
proximately twice the value of that in a flow with zero Grashof number. The effect
of rotation on dimensionless pressure drop is smaller, with increases of the order of
35 percent occurring from Gr=0 to 10°.
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Introduction

Cooling passages are frequently used in the rotor windings
of large high-performamce electrical generators to allow for
increased electrical and magnetic loadings. In some of these
designs, a major portion of a typical rotor cooling circuit in-
volves flow channels which are parallel to, but displaced from,
the rotor axis (Fig. I). In such a geometry, the density gra-
dients caused by the heated wall interact with the centrifugal
acceleration to cause flows in the lateral plane. The cooler and
more dense fluid in the core flows radially outward while the
warmer fluid near the walls flows inward toward the axis of
rotation. In addition, Coriolis accelerations induced by the
transverse velocity components lead to further adjustments in
the flow patterns.

The effects of rotation on the axial development of laminar
flow of air in a heated rectangular duct with a 2 to 1 aspect
ratio are illustrated in Fig. 2, where the arrows represent the
velocity vectors in the transverse plane. These solutions,
shown here for one half of the duct, where obtained by a
numerical finite difference procedure [1]. The inlet velocity
and temperature profiles were uniform and the duct was
heated uniformly around its circumference and along its
length. For the case illustrated in Fig. 2, Re=1800, Gr=13.5 X
10°, and Ro=0.067. At the inlet, the flow develops as a
classical boundary layer, where all the transverse velocities are
directed toward the center of the duct. As the fluid reaches a
nondimensional axial distance Z* ~0.005, the effects of the
body forces start to dominate, resulting in a reorganization of
the transverse flow patterns. Further downstream, the flow ex-
hibits a typical mixed convection behavior with the fluid rising

Fig. 1(a)

Flow circuit with parallel rotating duct

l‘-—a—-u-

o

along the hot wall against the body force. The effects of these if
secondary flows on the axial variation of Nusselt number are
shown in Fig. 3 (see Table 1). The bottom curve represents a
duct flow with no centrifugal or Coriolis effects. Rotation in-
creases Nusselt number both in the inlet and fully developed Q
regions, with values of Gr in excess of 10° required to in- Ty
fluence Nu.

Most investigations reported in the literature which are con- s

cerned with laminar flow in parallel rotating passages, deal
with flows in circular pipes. These include theoretical solu-
tions by Morris [2], Mori and Nakayama [3], Woods and Mor-

Fig. 1(b) Cross section of duct flow passage

ris [4], and Skiadaressis and Spalding [5]. Experimental results
on the effects of rotation on laminar heat transfer and

Contributed by the Heat Transfer Division for publication in the JOURNAL oF
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pressure drop have been reported by Morris and Woods [6],
Woods [7], Woods and Morris [8], Johnson and Morris [Y],
Morris [10], Davies and Morris [10], and Sakamoto and Fukui
[10]. Research on laminar flow in square passages has been
reported by Dias [11] and Morris and Dias [12].

The present paper describes a laboratory study of the effects
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of rotation on heat transfer and pressure drop for air flowing
in a parallel axis duct with a rectangular cross section and a 2
to 1 aspect ratio. Experimental results are presented over a
range of Reynolds numbers from 1500 to 2370 and Grashof
numbers which extend to maximum values in excess of 108,
Comparisons are made with the numerical finite difference
solutions of [1]. .

Experimental Apparatus

The experiments were performed using the rotating duct
facility shown in Fig. 4. This consists of a motor-driven shaft
and rotor which drive a 76-mm-dia. by 1.7-m-long hollow tube
Jocated at a radius of 0.32 m from the axis of rotation. The
tube, which is open at the ends, is used to hold the heated rec-
tangular duct test section. The rotor is driven by a 30 kW
variable speed d-c motor which is mounted on the base frame
and connected to the rotor shaft by a timing belt. Rotor speed
is measured by an induction-type tachometer. Tubes, electrical
cables, thermocouple wires, and other connections from the
test section are carried along the axis of the hollow rotor shaft.
Tube connections for the working fluid are made through
rotary couplings, one located at each end of the shaft, The in-
let fluid coupling and power slip rings are located next to the
drive belt. These rings and brushes transmit power to the
heaters and transducer, and transmit the switching signals to
the rotary solenoids. The rotating instrument package is
located on the exhaust side of the rotor. This package contains
the equipment for measuring and switching between various
thermocouple and pressure lines. The output signals from
these devices are transmitted through low-noise slip rings,
made by LeBow Associates.

Air was supplied by house air compressors at 550 kPa
pressure. The line from the compressors was connected to a
pressure-regulated tank, which allowed the air pressure in the

circuit to be varied and also aided in filtering out small
pressure and flow variations caused by compressor cycling.
After flowing from the tank, the air entered a chamber filled
with desiccant, to remove water vapor. For the heat transfer
experiments, air flow rate was measured using an orifice plate
of standard ASME design [13]. A positive displacement
flowmeter was used to measure flow rate for the pressure drop
experiments.

Two different rectangular test sections, both with 2/1 aspect
ratios, were used in this study. One, with a 3.18-mm hydraulic
diameter, was used for the Ilaminar pressure drop
measurements; and the second, with a 10.53-mm hydraulic
diameter, was used to obtain the laminar heat transfer data.

The test section used for the pressure drop measurements is
shown in Fig. 5. This was machined from Type 315 stainless
steel and was 1.5 m in length and 25 mm by 25 mm in outer
cross section. The rectangular flow passage was 2.381 mm
wide by 4.763 mm deep. The dimensions of the test section
and apparatus needed for data analysis and comparison are
summarized in Table 2.

Chromel-alumel thermocouple signal leads were inserted in
holes drilled in the duct wall at 14 intervals along its length for
measurement of axial variation of wall temperature. Ther-
mocouples were also mounted in the inlet and exit passages to
measure fluid inlet and exit temperature.

The duct was heated by electric thermofoil resistance
heaters attached to the outer walls of the test section. The
Kapton type strip heaters, manufactured by Minco Products,
Inc., were each rated for 15 W at 208 V. Both sides of the
heaters were coated with silicon conducting paste to smooth
out hot spots. Thin 309 stainless steel strips were used to sup-
port each heater and assure good thermal contact with the
duct wall. This prevented damage to the heaters and promoted
uniform heat flux through the walls. The duct was insulated
with cork pads layered over the stainless steel strips, arranged

Nomenclature
Pr = Prandtl number
@ = width of flow passage q. = rate of heat transfer by con-
A — cross-sectional area of duct duction to elemental section _8Dy
flow passage o, = ? ftg 1:)(;'theat transfer by con- "
Agqe = cross-sectional area of duct ¢ da i th r n; é’ ¢ T, = fluid bulk temperature
wall ductlon rough ends o T, = ambient temperature
b = height of flow passage _ utc ¢ heat t fer £ T = temperature
C, = specific heat of working 9o = r?e N i lea i ransofii rto:n T, = average wall temperature
fluid ¢ ertx)l'en aisections uctto U; = overall heat loss coefficient
Dy = hydraulic diameter _ am leﬁlt f heat transf from duct wall to sur-
f = dimensionless pressure drop Qw = overall rate ol heat transier roundings
from test section to ambient W. = heat loss weighting co-
<£>D qr = rate of heat transfer to ! efficient
- . i
_ dz wor}<1ng ffluld in elemental w = average axial velocity
Vapp(Z)w,(Z)? section of duct Z = axial position
q > ; VA
<— = rate of heat transfer per unit 7+ =
Gr = Grashof number AJF area to working fluid in DRe
elemental section of duct :
AZ = length of el
B(Z) (_q_) HQD,* Qr = total rate of heat transfer to (ffngucto clemental section
= AJF working fluid
UZ)k(Z) gy = power dissipated in l}eaters a = duct aspect ratio:i
within elemental section of a
H = radial distance from rotor duct o ) B = coefficient of thermal
axis to center of duct flow Qy = total power dissipated in exparnsion
passage heaters Q = angular velocity
k = fluid thermal conductivity R = gas constant v = kinematic viscosity
kg = thermal conductivity of duct Re = Reynolds number p = fluid density
wall w,(Z)Dy .
L = length of heated test section :_—_—u(Z) Subscripts
m = flow rate of working fluid . b = bulk
P = pressure Ro = Rotation number w = wall
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to provide an equal thickness of insulation along the length of
the duct. The cork was chosen because of its low weight and
high insulation value.

The test section used for the heat transfer studies consisted
of rigid copper-bronze 10.53-mm hydraulic diameter
waveguide tubing, enclosed in a hollow micarta rod. The tub-
ing was rectangular and 1.5 m long with 1.58-cm X 0.79-cm
inside dimensions and a wall thickness of 1.02 mm (see Fig. 6).

This duct was also heated by electric thermofoil heaters at-
tached to its four outer walls. The heaters on the side walls

were each 90 mm long and were mounted with 11.4-mm gaps
between them to provide room for wall thermocounles. Flat
cement-on type thermcouples, 6.4 mm by 8.9 mm in size, were
attached to the wall at 15 such positions along the length of the
duct. Similarly the heaters on the top and bottom walls were
positioned with 22.9-mm gaps befween them to provide spaces
for pressure taps. The high conductivity wall material (52
W/mK) established an axial conduction effect which helped to
minimize problems of cold spots at the short unheated sections
of the wall. For data analysis purposes, the power dissipated
in the heaters was assumed to be distributed uniformly along
the entire 1.4 m heated length of the duct.

A micarta rod was used to insulate the heated duct and to
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Fig. 2 Development of transverse flow patterns: Re = 1800, Ro = 0.066,
Gr=35 x 10°, Pr=0.7, a=2.0[1]

SECTION A-A

Fig. 4 Sketch of rotor with motor drive, instrument package, rotating
couplings, and slip rings

Table 1 Tabulation of Gr, Re, and Ro at Z* =0 and Z*=0.12; g, =900

W/m?2
Run G1(0) Gr(0.12) Re(0) Re(0.12) Ro(0) Ro(0.12)
A 0 0 2000 1800 0 0
B 63 x 104 21 x10* 500 450 0.082 0.066
C 1.6 x 10° 54 x 10* 250 225 0.26 0.21
D 64 x 105 225 x 10° 500 450 0.26 0.21
E 1.6 x 106 5.5 x 10° 1000 900 0.21 0.17
F 25x%x 106 88 x10° : 2000 1800 0.13 0.1
G 1 x107 33 x 108 2000 1800 0.26 0.21
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Table 2 Important dimensions of test sections (See Figs. 1, 5,
and 6)

Hydraulic diameter Dy =3.175 mm 10.53 mm
Height of flow passage b=4,763 mm 15.8 mm
width of flow passage a=2.381 mm 7.9 mm
Heated length of duct L=15m 1.4 m
Distance from axis of )
rotation to duct
centerline H=0.32m 032 m
THERMOCOUPLE THERMOCOUPLE
PRESSURE TAPS
,/7,7/;7, V22 PiNs Vs vt v _
77, < '
lsxrr RESISTANCE HEATERS LA, INLET

WALL THERMOCQUPLES
FLOW PASSAGE

INSULATION

HEATERS

SECTION A-A
Fig. 5 Sketch of test section used for pressure drop measurements

CEMENT-ON TYPE
THERMOCOUPLE FOR
WALL TEMPERATURE

THERMOCOUPLE FOR
EXIT FLUID TEMPERATURE INSULATION (micarta)
A {—FLOW STRAIGHTENER
¥
7.
P T 11
| ons I
Extr THERMOFOIL HEATERS LET
CONDUIT PRESSURE TAPS

THERMOCOUPLE FOR
INLET FLUID TEMPERATURE
THERMOFOIL HEATERS
INSULATION {micarta)
CONDUIT
SECTION A-A
Fig. 6 Sketch of test section used for heat transfer measurements

which makes it possible to limit the heat loss to the ambient.

Three thermocouples were inserted in the air stream at the
upstream end of the duct. These were located at different ver-
tical positions across the flow passage and their average
reading was used to indicate the inlet fluid temperature.
Another thermocouple was mounted in the air stream at the
downstream end of the duct. The sensing tip of this ther-
mocouple was located at the center of the flow channel and
was used to indicate outlet fluid temperature.

The wall and fluid thermocouples were connected to a
rotary solenoid switch located inside the instrument package.
This switch was used to select from among the different pairs
of leads. The switch was advanced by applying a 2.5 A, 28 V
d-c pulse through the power slip rings. One pair of thermocou-
ple leads was then connected between the solenoid switch and
the output slip rings, from which connections to a poten-
tiometer were made for monitoring the thermocouple signals.

Static pressure taps, located along the lengths of the test sec-
tions, were used to measure axial variations in wall static
pressure. The pressure signals were transmitted from the taps
through teflon tubes connected to a solenoid driven fluid
switch located in the instrument package. This fluid switch,
manufactured by Scanivalve Corp., was activated by applying
1.5 A, 28 V d-¢ pulses through the slip rings connected to
the solenoid leads. The output pressure tubing from the
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Fig. 8 Axial variations of Grashof, Reynolds, and Nusselt numbers for
run 29

Scanivalve switch was connected to a Validyne Model DP7
pressure transducer, also located in the rotating instrument
package. The transducer used a Validyne Model CD 16
miniature carrier demodulator to convert the electrical signal
produced by the pressure differential to a linear d-c voltage.
This signal was then measured across the output slip rings by a
digital voltmeter. The transducer was mounted in an orienta-
tion such that the diaphragm sensing element was located in
the rotational plane and was centered about the axis of rota-
tion. This location minimizes diaphragm distortion caused by
centrifugal acceleration.

All of the heat transfer data were obtained with a flow
straightener inserted in the inlet plenum of the 10.53-mm-dia
duct. The flow straightener, fabricated from a bundle of 4-cm-
long sections of 0.08-cm hypodermic tubing, was used to
eliminate inlet swirl and provide controlled inlet flow
conditions.

Data Analysis Procedure

To correlate the pressure drop and heat transfer results
properly and relate pressure drop and Nusselt number to
Grashof number, Reynolds number, and Z*, information on
local fluid bulk temperature, wall temperature, and wall heat
flux is needed. For each run, the wall temperatures were
recorded, as well as the entrance and exit fluid thermocouple
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Fig. 10 Variation of Nusselt number with Grashof number in the inlet
region

voltages, rotor speed, ambient temperature, heater voltage
and power dissipation. In addition, the voltages produced by
the pressure transducer (as it was switched between pressure
taps), and the air flow rate were recorded. The pressure
transducer was calibrated after every experimental run. The
transducer calibration data were fitted with a linear least-
squares curve and the equation for this line was used to con-
vert the transducer voltage measurement into pressure
measurements. ‘

A fourth-degree least-squares polynominal curve was fitted
to the wall temperature data and was used to calculate local
wall temperatures as well as to obtain values for axial conduc-
tion through the test section wall. Energy balances for the en-
tire duct and for small incremental lengths of duct were then
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computed to obtain the axial variation of bulk fluig
temperature. in this procedure, the duct was divided into 1g
equal sections, each centered about a thermocouple location,
It was assumed that in each section the power dissipated in the
heaters was transferred into the working fluid, conducted ax-
ially upstream or downstream through the duct walls, and
conducted outward into the test section housing and from
there to the surroundings.

Energy conducted axially was found by differentiating the
fourth degree curve fit for wall temperature and evaluating it
at the section boundaries. At any axial location Z

dT,,
d. (2)=- [(kductAduct)] “’JZ‘ (1)

Once the axial conduction was known, an energy balance was
performed on the entire test section, exclusive of the inlet noz-
zle and exit plenum. The power dissipated in the heaters was
equated to the sum of the rate of energy gained by the working
fluid, conducted out of the duct ends, and transferred from
the test section housing to the ambient according to the equa-
tion

Q0 =Qu—Qr—Qc (2)

which was then used to calculate Q..
The rate of heat transfer to the surroundings from each of
the 16 elemental sections was then found from

o = VV,U,AZ(TW(Z) - Too) (3)
where U;, the overall heat loss coefficient, is
Qo
U=—pn—7— 4
YT, - T,)L @

T, = average wall temperature

L = length of heated heat section
and
W, = heat loss weighting coefficient

The weighting coefficient W, was used to account for
nonuniform thermal resistance between the heaters and the
surroundings along the length of the duct due to differences in
thickness of thermal insulation. The value for W; was found
for each element through a calibration procedure performed
when the duct was heated to steady-state conditions and
rotated without flow of working fluid through the passage.
Evaluation of these constants shows that they ranged from (.9
to 1.10 for the 3.18-mm-dia duct and were 1.0 for the
10.53-mm duct.

Once ¢, was found for each element volume, an energy
balance was performed on each to give the energy gained by
the fluid in that volume

dr=4y—4ew—4c (5)

The rise in bulk temperature of the working fluid for each ele-
ment was then found from

qr
mc,

In the case of the pressure drop experiments performed in
the 3.18-mm-dia duct, the inlet bulk temperature of the fluid
was measured with a thermocouple located 0.6 cm upstream
of the actual inlet to the test section. Calculations were per-
formed to correct the inlet fluid temperature for heat transfer
to the working fluid between the location of the thermocouplc
and the actual inlet to the test section. See [16, 17] for the
details of the calculation procedure.

Local values of air density and average fluid velocity were
then found as follows:

pp(2)=P(Z)/RTy(Z) M
wy(Z) =i/ p(2)A ®

AT, = (6)
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The local dimensionless pressure drop f, Nu, Gr, and Re were

computed as shown below

<dP)D
dz /)"

Vapy(Z)wy(2)*

wy(Z)Dy

Re =
wW(Z)

Gr =

<4>&
AJ/JF k

[Tw (Z) - Tb (Z)]

ol 4), o

U2V K(Z)

where values of dP/dZ were obtained by differentiating a

at Z* =0.05
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curve fit to the measured axial variation in wall static pressure.
The form of the Grashof number used here is similar to that
for a constant heat flux wall, except that HQ? has been
substituted for g, the acceleration due to gravity.

Theoretical Solutions for Uniform Wall Heat Flux

In this paper, the experimental results are compared with
the theoretical solutions of [1]. The procedure used to obtain
those uniform wall heat flux results involved the numerical
finite difference solution of the three momentum equations,
continuity, the energy equation, and the equation of state for
the fluid. Both Coriolis and buoyancy terms were included in
the momentum equations, but the axial diffusion terms in the
momentum and energy equations were ignored. To account
for axial variations in bulk fluid temperature and fluid proper-
ties, the properties were allowed to vary in the axial direction
with 7}, where the local bulk temperature 7;, was obtained
from the uniform wall heat flux condition. Transverse varia-
tions of flow properties were not accounted for in this analysis
except as they occur in the buoyancy term in the momentum
equation. The analysis assumed both uniform velocity and
temperature profiles at the duct inlet. The wall heat flux was
held constant both in the circumferential and axial directions.
The solution procedure involved a marching technique to
calculate the sequential development of the flow along its
primary direction. More specific details of this procedure are
given in [1].

Discussion of Experimental Results

Shown in Fig. 7 for a typical heat transfer test run with the
10.53-mm-dia test section are the axial variations of wall
temperature, bulk fluid temperature, and local heat flux to the
fluid (q/A)p. For the same run, Fig. 8 gives the corresponding
axial variations of Reynolds number, Nusselt number, and
Grashof number. The Reynolds number varies along the
length of the duct due to the axial variation in viscosity caused
by the heating of the working fluid. The axial variation in

Journal of Heat Transfer

Gr

Fig.13 Variation of dimensionless pressure drop with Grashof number
for Z*>0.08

Grashof number is due, in part, to changes in fluid properties
with heating. In addition, Gr is directly proportional to the
local heat flux to the fluid (¢/A)r and as illustrated in Fig. 7,
this varied over the length of the duct in the experiments.

Similar experiments were carried out over a range of inlet
flow conditions, wall heat fluxes, and speeds of rotation to
achieve experimental values of Nusselt number for Grashof
numbers from 10° to 107 and Reynolds numbers from 1500 to
2370. The conditions for the pressure drop experiments
covered the range of Re from 1500 to 1900 and Gr to 10°.

In the inlet region, the Nusselt number and dimensionless
pressure drop are influenced by flow development and rota-
tional effects. The theoretical results taken from [1] are based
on a wall heat flux which is constant in both the circumferen-
tial and axial directions. In the experiments, the wall heat flux
varied circumferentially in some unknown way due to wall
conduction. No attempt was made to account for this in the
data analysis. Instead average circumferential values of heat
flux were used for computing Nusselt number. More impor-
tantly, the heat flux also varied along the length of the test sec-
tion due to heat losses to the surroundings and axial conduc-
tion. This is accounted for in the data analysis procedure
described in equations (1)-(6).

To make it possible to compare constant heat flux
theoretical solutions to experimental data with axially varying
heat flux, local comparisons were made between the
theoretical and experimental values, where conditions of com-
parable Gr and Z* were used. The results of this comparison
are shown in Figs. 9 through 13 as plots of dimensionless
pressure drop and Nusselt number versus Gr for values of con-
stant Z*, The points are from the measurements and the solid
lines are from the numerical finite difference analysis [1]. The
flow is in the entrance region for most of the values of Z*
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shown here, approaching fully developed flow for Z* in excess
of 0.08.

Heat transfer data obtained in the range of Grashof
numbers from 10° to 107 are in good agreement with the
theoretical solutions. These show increases in Nusselt number
of the order of 100 percent as the Grashof number extends to
107 (Figs. 9 and 10). The theoretical solutions of [1] show that
values of Grashof number in excess of 10° are needed to in-
fluence the Nusselt number. However it was not possible to
verify this experimentally because the experimental Grashof
numbers were too high.

The results for pressure drop are summarized in Figs.
11-13. Two different theoretical solutions (the solid lines) are
given in each graph, representing the limiting cases of very low
wall heat flux and a relatively high heat flux of 900 W/M?, Us-
ing this comparison technique, the results show good agree-
ment between the measurements and theory. Rotation in-
creases pressure drop in both the inlet and fully developed
regions. The local Grashof number must be increased to a
value in excess of 10° to have an influence on pressure drop.
To achieve the same percentage increase in f, larger local
values of Gr are required in the inlet region than are needed
further downstream.

The experimental f+Re values depend on measured values
for pressure gradient, flow rate, temperature, pressure, and
the duct dimensions. For the range of flow rates and test con-
ditions shown here, an error propagation analysis indicated a
relative uncertainty in feRe of 5 percent. In the case of the
heat transfer measurements, the fraction of the power
dissipated in the heaters which was transferred to the working
fluid varied from 70 percent at the duct inlet to 10 percent at
Z* =0.05. The corresponding uncertainties in Nusselt number
were estimated to vary from 4 percent near the duct inlet to 11
percent at Z*=0.04. The estimated uncertainties indicated
above are of the same order as the scatter in the measured
values of Nu and f<Re.

Summary and Conclusions

Data are presented on the effects of rotation on heat
transfer and pressure drop in a laminar flow of air in a heated
rectangular duct with a 2 to 1 aspect ratio. The data for
Nusselt number extend from Reynolds numbers of 1500 to
2370 and to Grashof numbers in excess of 10%. The results on
pressure drop extend from Re of 1500 to 1900 and Gr to 10°.
The pressure drop data are from both the inlet and fully
developed regions. The results for Nusselt number cover only
the inlet region. Both types of data are in good agreement with
numerical finite difference solutions of Neti et al. [1].

Rotation increases both heat transfer and pressure drop but
has an effect only for values of Gr in excess of 103, Increases
in dimensionless pressure drop of 30 to 35 percent occur in the
range from Gr of zero to 10%. Heat transfer is much more sen-
sitive to rotation than pressure drop. At a Grashof number of
108, the Nusselt number is approximately twice the value of
that in a stationary duct.
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There has been speculation in the literature concerning the
effects of rotation on transition to turbulent flow. Johnson
and Morris [9] performed isothermal experiments in a rotating
circular tube and obtained pressure drop data which seem tq
show a continuous transition from laminar to turbulent flow,
Similarly, Kadambi [14] presented results on pressure drop ip
a stationary curved rectangular duct which show transitiog
beginning at Reynolds numbers below 1000 and extending
smoothly and continuously to Re~ 10,000. Recent results by
Garimella et al. [15] for stationary curved annular ducts alsg
show the same trend.

Such effects were not found in the experiments carried out
here. The data shown in Figs. 9-13 cover a range of Reynolds
numbers from 1500 to 2370 and appear to be in agreement
with the laminar theory over the entire range.
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Local Heat Transfer From a
Rotating Disk in an Impinging
Round Jet

The results of an experimental investigation of local convective heat transfer from
the surface of a rotating disk in an impinging free round air jet, issuing from a long
tube, are reported. Using a transient heat transfer method applied to the ring-
shaped h-calorimeter (as a single lumped capacitance element) measurements of
convective heat transfer rates were made for five impingement radius (fixed) to
tube diameter ratios for a range of rotational and jet Reynolds numbers. In the pure
impingement-dominated regime, where the rotation of the disk does not show an
effect on heat transfer, the velocity ratio is u,/uj=< (1—2 x 1077 Re*”) (1-0.18
Nr/d), where u, = tangential velocity of the disk at the Jet impingement radius r,
u; =average exit velocity of jet, and d=jet tube diameter. In this regime, the local
heat transfer on the rotating disk can be strongly enhanced by jet impingement. For
u,/u; S5, the effect of the jet impingement on heat transfer can be neglected. The
discussion of the heat transfer results has been supported by smoke flow

C. 0. Popiel®

L. Boguslawski

Department of Working
Machines and Vehicles,
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60965 Poznan,

ul. Piotrowo 3, Poland

visualization.

Introduction

Jet impingement is very attractive as a means of in-
tensifying convective processes and the heat or mass transfer
distribution over a heated, cooled, or drying surface. Im-
pinging jets can be applied to moving surfaces. They can
produce very high local heat or mass transfer rates with
minimal consumption of fluid.

The rotating disk induces on its surface an axisymmetric
wall jet (pumped flow) which interacts with the impinging jet
to produce a cross-flow effect, deforming the jet trajectories
and consequently deforming the distribution of impingement
heat transfer rates. This cross-flow effect is different from
those described in, e.g., [1], where the cross flow velocity
distribution beyond a stationary impinged plate was uniform,
having only a thin boundary layer. On the surface of the
rotating disk, the cross flow has a form of the three-
dimensional axisymmetric wall jet [2, 3] having a strong
circumferential component as well as radial and normal
components of the velocity. The thickness of the wall jet can
be expressed by formulas [2, 3]

in laminar region

2
(Re,: O < x 105): By = 3.7(v/ )0
14

in turbulent region

(Re, =2.5 X 10%): 8y =0.525r(v/ wr?)02

This means that the wall jet on the rotating disk is confined to
a rather thin layer in comparison to the sizes of the most
impingement jet geometries (see Fig. 1) which can be applied
in practice (e.g., at the ratios of jet nozzle diameter to radius
of gas turbine disk of roughly 0.02-0.04 and nozzle-to-disk
spacing of 4-8).

In addition it is necessary to realize that a stationary jet
impinging on the rotating disk at some radius produces, on its
movable surface, periodic pulsations of the instantaneous
heat transfer rates. For thick turbine disks, however, such
variations do not have major practical significance and it is

Present address: Heat Transfer Section, Institute of Environmental
Engineering, Technical University, 60965 Poznan, ul. Piotrowo 3, Poland.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 5,
1984,

Journal of Heat Transfer

more interesting to study the mean heat transfer rates
averaged over a circumference at given radius.

The heat or mass transfer data base related to jet im-
pingement on stationary surfaces has quite a large literature,
for instance reviewed by Martin [4], Udaev et al. [S], and
recently by Dyban and Mazur [6]. Concerning moving sur-
faces, only a rotating disk in an impinging round jet has
gained sufficient attention [7-13] because of its application in
gas turbine cooling systems. The jet impingement of coolant is
usually realized as a single or multiple jet directed normal to
the surface of the rotating disk.

The early papers of Kuznetzov [7, 8] and Devyatov [9]
present the effect of multiple jet impingement on convective
heat transfer for a nonisothermal rotating disk which was
shrouded with an insulated wall. The single round jets were
distributed along one circle in the vicinity of a hub or at the
disk rim. In all these experiments the heat transfer was
strongly affected by jet impingement (for velocity ratios
u,/u; =0.002-11in [7, 8] and u,/u; =0.3-1.65 in [9]).

The study done by Metzger and Grochowsky [11] concerns
measurements of the average convective heat transfer
characteristics on the jet-side disk face. The transient heat
transfer method was applied to the overall disk, correcting for
effects of back-side convection and conduction losses through
the disk shaft. The measurements were conducted with three

Fig. 1

Impinging jet on a rotating disk
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jet sizes and three disk diameters, while changing the jet flow
rate, the radial impingement location, and the rotational disk
speed. The uncertainty in the average Nusselt numbers was
estimated to be =12 percent. The heat transfer results were
supported by smoke flow visualization showing points of flow
regime transition which ought to be interpreted as the end of
the rotation-dominated heat transfer zone. A graphic
correlation of observed transition conditions was attained by
utilizing the calculated values of rotationally induced wall jet
(pumping) flow Q, passing the impingement radius. This
correlation, shown in terms of the ratio Q;/Q, versus Re,,
appears to be in the form of a rather wide band of points; for
example, for the ratio Q;/Q,1am = 0.4 the transition can occur
in the range of Re, from 10* to 10°. All heat transfer
measurements were done at laminar rotational Reynolds
numbers. The subsequent paper of Metzger et al, [12] deals
with the heat transfer behavior in the vicinity of the rotating
disk rim convectively cooled by two round impinging jets. The
authors notice that the disk face contour has little effect on
heat transfer, either with or without impingement. The heat
transfer rates are found to be relatively unaffected by im-
pingement for single jet flowrates less than the order of 1/10
the disk turbulent pumping flow capability.

The measurements of local heat transfer were done by
Bogdan [13] using the transient technique described in [14].
He found that the augmentation of the cooling process of the
rotating disk with the impinging jet is due to two effects: free
jet introduction of new amount of air of lower temperature
into the disk-induced wall jet; and free jet promotion of
turbulence in the disk induced laminar wall jet. His proposed
correlation equations for the local Nusselt number in laminar
and turbulent regions, however, do not show the effect of a
ratio of the radius of impingement to the jet diameter which
has been suggested in, e.g., [10] and the presence of which

seems to be obvious. Moreover, his results were obtained op
the nonisothermal surface of the disk; therefore, the un.
certainty of these results must be high, even though the
recorded data were corrected.

The main aim of this communication is to provide more
detailed experimental results concerning local heat transfer on
the isothermal surface of the rotating disk in an impinging
round air jet. Some insight into the flow pattern was alsg
achieved using smoke flow visualization.

Apparatus

A transient heat transfer method was used and the ex-
perimental procedure as well as test disk were identical to that
described in [14]. A brief summary of the experimental
procedure and apparatus will be repeated here.

Figure 2 shows schematically the main parts of the ex-
perimental equipment employed in the investigation. The test
disk was attached to the end of a horizontal shaft and driven
by a direct-current electric motor through a belt transmission.
Continuous control of the disk speed was provided by the fine
resistor in the thyristor motor power supply. The disk speed
was monitored with a photoelectric transducer and digital
speedometer. On the disk body, 480 mm in diameter, a ring-
shaped h-calorimeter of 185.2 mm average radius and 20 mm
width was mounted, with a 5 mm gap between them. The gap
was filled with glass wool. The face surface of the disk and
ring created a flat uniform surface having only a 0.4 mm gap,
filled with dentist’s cement. Both the disk and h-calorimeter
were made of aluminum and their face surfaces were polished
to reduce heat radiation.

A set of infrared lamps and a removable electric fan-heater
were used to heat the disk to about 120°C. Copper-constantan
thermocouples, 0.2 mm in diameter, were applied to measure
the temperatures of the disk and the h-calorimeter. Impulscs
from the rotating thermocouple junctions were transmitted to
a multichannel recorder via slip rings and a special com-
pensation box.

The air jet issued from a tube having a minimum 20 d
length. Five jet tubes, 9.65, 20.0, 36.8, 68.6, and 105.6 mm
i.d., were used. The air jet mean velocity was measured at the
bell-shaped tube inlet by means of a Pitot pipe, 1.3 mm o.d.
The tube inlet was situated in a settling chamber to which air
was supplied with a radial blower. The temperatures of the
ambient and jet air during each run were equal and kept
constant.

The disk body and the h-calorimeter were heated to ap-
proximately 100°C. Then the h-calorimeter was heated or
cooled by a few degrees from the disk body temperature.
Afterward the disk face was cooled down under the required
flow conditions, i.e., rotating speed and jet parameters. Based
on the recorded changes of the disk body and h-calorimeter
temperatures, the measurement period was determined in

Nomenclature
T,, T, = temperatures of the
A = h-calorimeter face area laminar wall jet flow h-calorimeter at the
¢ = specific heat (pumping flow) as given in beginning and end of a
d = jettube diameter [2] = 0.8867rvRe/” measurement period
G = mass of h-calorimeter r = impingement radial u; = average exit velocity of the
h = local heat transfer coef- position jet
ficient R = mean radius of the u, = tangential velocity of the
H = jet tube-to-disk spacing h-calorimeter disk at the jet impingement
k = fluid thermal conductivity Re; = jet Reynolds number radius = wr
Nu, = local Nusselt number = = w;d/v x = distance from jet tube
hr/k Re, = rotational Reynolds centerline
Q; = jet volumetric flow rate = number = wr?/vy AT = measurement period
0.257rd2uj T, = .jet and ambient air tem- v = fluid kinematic viscosity
Q, = rotationally induced perature w = angular velocity
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Fig. 3 Smoke visualization of a round jet impinging normally onto a

rotating disk at H/d =5 and RId =19.2

which the intersection of the mean temperatures of the disk
body and h-calorimeter was contained. Equalization of those
two temperatures caused the expected disappearance of heat
losses and formed the model of the rotating isothermal disk
surface. The heat-transfer coefficient could then be calculated
from the formula

b= Ge In(T, — Ty) —1In(T; — Tp)
T A A7

where G, A, ¢ = mass, face surface, and specific heat of the
h-calorimeter; T, T, = temperatures of the h-calorimeter at
the beginning and at the end of the measurement period Ar.

During the measurement period the temperature of the h-
calorimeter usually was reduced approximately from 80 to
70°C at an ambient air temperature of about T;=23°C,
which assured high accuracy of the heat transfer
measurements [14].

8))

Experimental Results

Flow Visualization. Flow visualization was performed by
seeding the air jet with smoke produced by a cigarette smoke
generator. The diameter of the jet tube was d=9.65 mm and
the tube outlet to disk surface distance was H/d=>5. Pictures
were taken in the dark while the flow pattern was illuminated

Journal of Heat Transfer
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by a flat beam of intense light from a slide projector, of
approximately 2 mm width. In this way, pictures of flow cross
section could be obtained, providing some insight into the
normally impinging round single jet flow interaction with the
rotating wall jet produced by the rotating disk.

Figure 3 presents the pictures of two flow cross sections for
various velocity ratios u,/u; and two jet Reynolds numbers.
The pictures sitnated on the left show flow patterns in the
plane of the jet axis and the disk rotation axis, and those on
the right, in the plane of jet axis and normal to the former. At
velocity ratios of u,/u; =0 and 0.27, all pictures are almost
the same. Only a slight asymmetry in the radial wall jet at
u,/u;=0.27 can be discerned. At u,/u;=1.26, one can ob-
serve a strong influence of the rotationally induced wall jet on
the round impinging jet, which is intensified at the higher
values of u,/u;. In particular, for u,/u;=2.6 and 2.9 the
pictures show the typical flow pattern before the impinging jet
is separated from the surface of the rotating disk. The
doubling of both Reynolds numbers at almost the same
velocity ratios u,/u;=2.6-2.9 does not change a basic flow
pattern. At u,/u;=6.4, the smoke of the jet in an im-
pingement region is already separated from the disk surface
by a thin layer of clean air from the rotationally induced wall
jet. This separation was observed by Metzger and
Grochowsky [11] as the transition to the rotationally
dominated regime.

MAY 1986, Vol. 108/ 359



The general view of the smoke jet impinging on a rotating the rotation axis »/d of the test disk was varied (assuming the
black painted disk is shown in Fig. 4. It is seen that the im- geometric similarity) by using jet tubes having differen,
pingement jet smoke is washed away by the clean air rejected  diameters d:
by the rotating disk (rotationally induced wall jet).- As the
rotational speed of the disk is increased the area of the disk ¢, mm 105.6 68.6 36.8 20.0 9.65
under the smoke ““cover” is decreased.

Local heat transfer measurements have been completed r/d 1.76 2.70 3.03 9.26 19.2

S : . 4
w1t5hm. the range d(')f Jetf R}fy“,"lds Sumge}rls ttrcglm 10% to 7 X The investigation was conducted for two cases. In the firs,
10°. Since tEe ri 11;55 g the rllrllg-csl. aped ela gx tsensorf Was  ihe axis of the jet tube was coincident with the axis of the teg
constant, r=R=185.2 mm, the dimensionless distance from  giq (¢ =Ry, j.e., the jet hit the middle of the disk. In th

second, the axis of the jet tube was located at the radius of the
ring-shaped heat flux sensor (x=0).

Jet Striking the Middle of the Disk (x=R). An example of
the results of heat transfer measurements done with the jg
tube having inside diameter 105.6 mm is shown in Fig. 5. The
black points on the left side of the diagram were obtained with
a nonrotating disk. It is noted that the rotation of the disk
does not influence the heat transfer of the disk for jet velocity
ratios

u/u;s1-2 X 1074(Re;)? Q

Furthermore, approximately beyond the velocity ratip
u,/u;z 5, the effect of the jet impingement can be neglected,
= : It is clear that for ratios of u,/u; below values given by
Re.=3.0-10°, Re;=0.5410 equation (2) one can use the local heat transfer results ob-

MR e tained for fixed flat surfaces in impinging round jets. The
comparison of our heat transfer rates presented in Fig. S, for
instance, with the results of local heat transfer measurements
obtained by Schlunder and Gnielinski [15], for a Schmidt
number Sc=0.59, using a heat and mass transfer analogy,
shows that their results are only 4-11 percent lower.

Jet Striking the Rotating Disk at the Radius R (x=0). The
results of five series of measurements are shown in Fig. 6. The
local heat transfer distribution is similar to the previous case.
However, the local Nusselt numbers for dimensionless disk
radii of r/d=1.76 and 2.70 are about 10 percent higher when
the jet hits the middle of the disk. The rotation of the disk

u.fu =6.4

Re.=6.6-10°. Re =0.54-10° does not show an effect on heat transfer for velocity ratios
: i <1 - -4Re23Y(] —
Fig. 4 General view of smoke jet impinging onto a rotating disk (at ur/uy= (-2 x 107 Ref™)(1 0'18\/%) &)
Hid =5 and Rid = 19.2) or for rotational Reynolds numbers
T T T T T T L T T T T T T T T
10°- .
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- o R/ =176
3§ 46 L I
@ o / p
/
!
_ I 4
N II (%)
2 i
Q,Q'\ \‘\b},/ /\
e I\
W
104~ W i
L \(\ //’ ‘
L Qe i
L \g\t\cf/ |
L 9@/’ J
g L pooy o | I 1 L Loldt
10 10° 10°

Re,

Fig. 5 Local heat transfer on the rotating disk when the jet hits the
middie of the disk
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On the other hand approximately beyond the ratio u,/ u; =3,
the effect of the jet impingement can be neglected.
Therefore, from our and Metzger and Grochowsky’s [11]

results one can distinguish three regimes, as follows:

¢ jet impingement-dominated regim

® mixed regime :

® rotationally dominated regime.

Equation (3) determines the region of the first regime. For
the flow visualization conditions (see Fig. 3) this equation
gives u,/u;=0.2. It means that the pictures taken at
u,/u;=0.27 approximately refer to the first transition

Journal of Heat Transfer

T

——-— Eq. (4}
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Re,

Fig. 6 Local heat transfer on the rotating disk when the jet hits the
disk at the radius R =185.2mm

(between the jet impingement-dominated regime and the
mixed regime). The pictures for u,/u;=1.26, 2.6, and 2.9 are
in the mixing region. The last two pictures in Fig. 3, for
u,/u;=6.4, show a typical rotationally dominated flow
pattern.

The convective processes on the rotating disk were strongly
enhanced by the impinging jet in the range of velocity ratios
determined by equation (3). The effect of the jet Reynolds
number in the jet impingement-dominated region is illustrated
in Fig. 7. For the dimensionless radii #/d from 2.5 to 19.2, this
effect can be expressed by the factor of Ref®® and for the
radius r/d=1.76 the same factor has been assumed. The
effect of the dimensionless radius has been depicted in Fig. 8.
As the radius increases, the local heat transfer coefficient
decreases but the Nusselt number based on the radius r in-
creases with the factor of (r/d)®* for r/d=2.7 and of
(r/d)*38 for r/d<2.7. The effect of the dimensionless distance
between the outlet of the jet tube and the rotating disk, shown
in Fig. 9, appears to be very weak. In previous papers this
effect has not been even noticed.

The behavior of the local heat transfer at r=9.26 d in the
impingement-dominated regime is depicted in Fig. 10 for
different radial positions of the jet tube. The effect of in-
clination angles of the jet tube from the normal direction
(o= =90 deg), shown in Fig. 11, indicates that only at the
angle 8=120 deg is observed approximately a 10 percent
excess of heat transfer beyond the heat transfer measured at
the angle o= 3=90 deg.

In a view of the practical application of the impinging
round jet in cooling or heating systems of rotating disks, a
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Fig. 10 The local heat transfer at R=9.26 d for different radial
positions of the jet tube (for jet impingement-dominated region)

correlating equation has been formulated for the local Nusselt
numbers

Nu, =0.190Re} % (r/d)*2(H/d) = @
for 0.5<H/d=20and 2.7<r/d=<20, and
Nu, =0.125Re{ 8 (r/d)** (5)

for 1€ H/dZ 10 and 1.5<r/d<2.7, which are applicable for
u/u; (1 =2 x 1074 Re¥?) (1-0.18Vr/d). The correctness
of above equations can be examined in Fig. 6. From our local
heat transfer data it was possible to determine the pure im-
pingement-dominated region, which has been indicated by
equation (3). The transition zone from the pure impingement
to the pure rotation-dominated regime, as can be observed in
Fig. 6, is smooth and rather wide and can be considered as a
region of a mixed regime.

Actually, the correlated data represent the average heat
transfer coefficients according to the formula A=1/27%R [§™
h ds, where s is the distance along the circle of the rotation
radius R and £ is a function of a radial distance from the
stagnation point of the impinging jet. The average heat or
mass transfer data presented in literature are averaged over
the surface and can not be compared with our results because
of a different averaging procedure. However, it is interesting
to note that the effect of the jet Reynolds number in our
correlation equations is of the order of that proposed by
Schlunder and Gnielinski [15] and is exactly the same as given
by Vallis et al. [16].

Metzger and Grochowksy [11] have found, with flow
visualization tests, a correlation of all observed transition
conditions by utilizing the values of the rotationally induced
laminar or turbulent wall jet flow rate Q, passing the im-
pingement radius as given in [2, 3]. Their data were correlated
equally well with the calculated pumping flows for laminar or
turbulent wall jets. This correlation is shown in Fig. 12 in
terms of the ratio Q;/Q,, versus Re,, where O, was calculated
for the laminar wall jet flow. The tests were conducted by
maintaining the jet flow rate and rotational speed constant
while slowly increasing the radial impingement location until
transition was observed. From the average data presented in
[11] one can conclude that these transition conditions
determine only the pure rotation-dominated region where
changes in impingement jet flow rate do not affect the heat
transfer.

It should be noted that all results of the transition con-
ditions shown in Fig. 12 were obtained at practically constant
fluid kinematic viscosity », i.e., for air at laboratory en-
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vironment temperatures. We have to realize that for variable
viscosity (v=const), for instance, the value of Re, can be
increased by a reduction of the viscosity ». Then, for r =const
and w=const the decrease of Re, involves a decrease of Q,
(referred to the total circle of radius r) and, at constant ratio
of Q;/Q,, consequently an identical decrease of Q,. But the
decrease of the flow rate Q; and momentum of the impinging
round jet is much stronger than the decrease of local flow rate
and momentum of the rotationally induced disk pumping wall
jet because in this case the impinging jet attacks the wall jet
only on the fraction of the circle of radius r.

Therefore, for v#const, r=const, and w=const the in-
crease of Re, beyond the value of Re, ansiion (Q;/Q),) should
not show the mixed regime conditions as we can see in Fig. 12.
Then the correlation of the transition conditions from the
pure rotation-dominated to mixed regime, proposed by
Metzger and Grochowsky [11] and shown in Fig. 12, seems to
be valid only for the constant Kinematic viscosity for air at
laboratory environment temperature and needs further
elucidation.

For comparison, our data concerning the transition con-
dition (determined by equation (3)) which were obtained at
laminar rotational Reynolds numbers, i.e., below
Re,i =1.9 X 10° [14], are also presented in Fig. 12. The
differences between the results are obvious since they concern
two different kinds of transitions and between them the
region of the mixed regime is located.

Concluding Remarks

The measured distributions of the local heat transfer
coefficient versus the rotational Reynolds number enable the
identification of flow conditions at which impinging jets
provide effective intensification of convective processes on
rotating disks. Three regimes of the impinging round jet and
rotationally induced disk pumping flow interaction have been
distinguished: pure impingement-dominated regime; mixed
regime; and rotation-dominated regime. In the first regime
the flow visualization pictures of the impinging round jet on
the rotating disk do not shown any significant difference
between the flow patterns of the impinging jet on the rotating
disk and on a fixed flat plate. In this regime one can determine
the heat transfer rates using heat transfer data obtained for a
fixed flat surface in an impinging jet. This fact has been
proven experimentally for the case where the round air hits
the middle of the rotating and almost motionless disk.

In the mixed regime, the impinging jet fluid (smoke)
reaches a small area of the rotating disk surface and only a
small part of the disk is covered by jet smoke.

The rotation-dominated regime appears at velocity ratios of
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approximately u,/u; = 5. Then the jet fluid does not reach the
rotating disk surface under the jet because the impinging jet
starts being underscored by the air rejected by the rotating
disk. In this regime, the effect of the jet impingement on the
local heat transfer at the impingement location radius is
relatively small.

The present data show that when a laminar wall jet is
induced by the rotating unshrouded disk (i.e., at Re, <2 X
10%), the convective heat transfer on a rotating disk can be
considerably enhanced with a round impinging jet having a jet
Reynolds number Re; = 10*. When the radial wall jet induced
by the rotating unshrouded disk is turbulent (i.e., at Re, =2.5
x 10° [14]), it is necessary to use much higher jet Reynolds
numbers in order to increase the local heat transfer, e.g.,
starting with Re;=10° at the lowest turbulent rotational
Reynolds number.

The free and impinging jet flow structure and the
distributions of the local heat transfer coefficients on the
impinged surface depend strongly on the shape of the jet
nozzle and the initial turbulence of the jet. In principle, the
present results are applicable to jets leaving long tubes,
producing specific jets [17]. But due to rotation, averaging of
the heat transfer takes place on the circumference at any given
radius of the disk; therefore, for another jet nozzle, one can
expect only a slight departure of the heat transfer from
present results.
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Parallel-Current Transfer
Processes

Exact transient solutions of parallel-current transfer processes are obtained by the
use of the Laplace transformation. Solutions are valid for a finite or an infinite

transfer zone. The solutions are verified with steady-state solutions. Exact transient
solutions of this study are applicable to liquid-to-liguid and liguid-to-gas heat ex-
changers in which the thermal capacitance of the core is negligible (zero) compared
to the thermal capacitance of the stepped liquid contained in the exchanger.

1 Introduction

The purpose of this paper is to present exact solutions for
transient parallel-current processes, i.e., for either
temperature or mass transfer calculations. In industrial ap-
plications, parallel-current transfer processes usually occur
only in specialized situations as dictated by mechanical or
other reasons; but in fundamental transfer study, the parallel-
current transfer process is always discussed along with the
countercurrent transfer process [1]. The mathematical analysis
of steady-state conditions is relatively simple and well known
in all cases. A simple general analytic solution for transient
countercurrent transfer processes is not readily obtainable,
partly due to the presence of split boundary conditions. The
most general analytic solution for the transient transfer pro-
cess was obtained by Jaswon and Smith [2] and is in a com-
plicated series form. The evaluation of their solution for even
rclatively simple boundary conditions is difficult and time
consuming, requiring lengthy computer calculations as
discussed by Tan and Spinner [3]. The simultaneous partial
differential equations for nonsteady-state transfer processes
have thus been evaluated numerically by many authors in a
variety of ways. These include application of finite difference
methods and the use of cell or lumped parameter models.
Recently, Tan and Spinner [3] applied the method of
characteristics proposed by Acrivos [4] to obtain the
numerical solution.

Romie [5] presented an exact solution for the transient
parallel-flow heat exchanger. His solutions include the effect
of the core thermal capacitance but are restricted to ex-
changers in which the two fluid velocities are equal or, alter-
natively, to exchangers in which both fluids are gases. Exact
solutions of unsteady parallel-current transfer processes of
this study are valid for a liquid-to-liquid type parallel-flow
heat exchanger in unsteady state or a liquid-to-gas type heat
exchanger with a temperature change at the entrance of the
liquid phase. In either case the thermal capacitance of the core
is assumed to be negligible (zero) compared to the thermal
capacitance of the stepped fluid (fluid 1) contained in the ex-
changer. If the specific heat of water and steel are considered,
one can find the specific heat of water is about ten times the
specific heat of steel. In the thin partition wall heater, the mass
of water per unit length is comparable to the mass of steel per
unit length. Hence, the thermal capacitance of the core may
not be central to the transient response; in fact, the thermal
capacitance of the core may be negligible for liquid-to-liquid
heat exchangers. Hence, exact transient solutions of the
parallel-current transfer processes can be applied to obtain the
transient solutions of the parallel-flow heat exchanger. Also
note that the velocities are, in general, not equal.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
Hi:at TRANSFER. Manuscript received by the Heat Transfer Division June 19,
1984.
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2 Fundamental Equations

The mechanics underlying parallel-current transfer is il-
Iustrated in Fig. 1. The horizontal arrows indicate two
parallel-current streams 1 and 2, between which energy or
mass is being transferred across the interface AB. If x
measures the distance from the entrance of the exchanger, and
¢ is the time after some initial disturbance, usually at x = 0,
then in general

T =T\(x, t), T,=Ty(x, 1)

where T and T, refer to the temperature or the mass concern-
tration of a particular component in streams 1 and 2,
respectively,

The axial diffusion of heat, the internal generation of heat,
the axial diffusion of mass and chemical reaction, and the
thermal capacitance of the core or partition wall are assumed
to be negligible. The physical properties of the flowing streams
arc assumed to be constant. With these assumptions, the
model equations for heat transfer can be stated as

aT, a1,

at““*‘vl ax_:bl(TZ_Tl) 1
aT, aT,
3 ) ax =by(T,-T,) )

where by = H/Mc and by = H/M,c,. H is the overall heat
transfer coefficient which can be computed as
1 1 1
—_—=
H Ah Ak,
The analogous governing equations for mass transfer can be
found in [2, 3].
A step temperature change in one fluid of a parallel-current
transfer process can be stated as

3

at t=0, T,=T,=0 4
at x=0, T, =T, Ul2), T,=0 (5)

In this study, the partial differential equations (1) and (2) are
analyzed for the cases of v; # v, and v; = v, by the technique
of Laplace transformations.

{
Tio !
V] 3 T ctream 1
A— | ’M transfer g
batween streams
Toq | N’
L E: pro—g
H

F——

Fig. 1 The model of the two stream parallel-current transfer process
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3 Theoretical Analysis

A For the Case of v; # v,. By applying Laplace transfor-
mation to equations (1) and (2), one can obtain

dT,  s+b, b, .

:i:\/(i—— \/fj—l' ' /4

0 (13)

The solution of equation (8) is

By substituting equation (12) into equation (9), one can obtain

T +—— T 6 [\ +aTy=Ce b
dx ” 1+ o 2 ©) T, +al,=Ce (14)
JF i.e.,
b, - s+b, ~ -
1o 2 T - LT, %) T +a,T,=Ce b (15)
dx Uy Uy = 7 —Byx
where Ty and T, are the Laplace transforms of T, and T5. Tt =Cem™ (16)
From equations (6) and (7), one can arrive at where C, C,, and C; are integral constants.
d . Atx = 0,7, = 0Oand T, = Ty,/s, so that
d—(T1+aT2)=—B(T1+aT2) ®8) 1
¥ Ci=C,=—-T W)
s
where
From equations (15), (16) and (17), one can arrive at
s+ b, b, B
B= - ) T, 1 «aeP¥—qef¥
U Uy —_— (18)
T S o) — oy
by stb T _ 1 ethr—en (19)
_ v, vy Ty s ap—ap
a=- s+b, b, (10) From equation (12), one can arrive at
v, ¢ v, o1 =L<L__l_)__s__ (b b >_1_+L
' _ a -, 2 \v, v,/ A 2 \y v, /A 2
From equation (10), one can arrive at 20)
&al_(ﬁﬂ_ﬁ_ﬂ)a__ﬁzo an oy :L<_I__L> s +L( b, B b2> 1 _L
b2 Vi V2 U a—a, 2 \v; v,/ VA 2 \ v, /A2
The solutions for « in equation (11) are 1)
. \/ b1 where
= V()
! ( 11 ) ( b, b, ,)2
A=| (———)s+ (——+ i
) LT ) Uy Uy
:I:\/( ,/ by gy by i)2 /4 (12)
vy Uy ( b bz
____ 22
" «[ (22)

From equations (18), (20), and (21), one can arrive at

s+b / b b
Bi,= v, L \/<‘—__“ l — Tl 1 ( 1 1 )( —Bpx —ﬁ1x>
vy — )=
Tw 2 \v, v, N/
Nomenclature
A = dummy, defined in equation
(25) M, = mass of liquid contained in tmn = defined in equation (34), s
B = dummy, defined in equation exchanger' fo.r fluid 12 kg _ U(t) = step function
(26) M, = mass of liquid contained in v, = the velocity of fluid 1, m/s
b, = defined as H/M,c,, 1/s exchanger for fluid 2, kg v, = the velocity of fluid 2, m/s
b, = defined as H/M,c,, 1/s m; = the mass flow rate for fluid x = distance, m
C = integral constant ) 1, kg/s . y = dimensionless transfer zone,
C, = integral constant m, = the mass flow rate for fluid defined in equation (42)
C, = integral constant 2, kg/s ) o = defined in equation (10)
¢, = specific heat of fluid 1, N, = number of transfer units, «, = defined in equation (12)
J/(kg+K) ) defined in equation (35) a, = defined in equation (12)
¢, = specific heat of fluid 2, s = the variable of the Laplace B8 = defined in equation (9)
J/(kg=K) transformation, 1/s B, = defined in equation (13)
E = a function, defined in equa- T, = the temperature change of B, = defined in equation (13)
tion (41) o fluid 1, K A = defined in equation (22)
= the overall coefficient of - T, = the temperature change of 6 = dimensionless. time, defined
heat transfer, W/K fluid 2, K in equation (36)
h = heat transfer coefficient, Ty = the inlet step temperature .
W/(m?<K) change of fluid 1, K Subscripts
L = the length of a heat ex- t = time, s 1 = for fluid 1 (the stepped fluid)
changer, m tmax = defined in equation (34), s 2 = for fluid 2
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1 < b, b2><e*%x e—mX>+_1 <efﬁx efmx>
— —_—— ) ———— ) +— +
2 v, v, /\svA  sVA 2 s s
(23)
From equations (19) and (12), one can obtain
T. by, e Fx e
_2:_.%_<____.__> 24)
Ty (%) A sVA
Define
b, —b
A=t 72 25)
V=0,
and
B= byvy—bv, 26)
Uy =0,

From the techniques of Laplace transformation and Laplace
transform tables as shown in [6, 7], one can obtain the inverse
Laplace transformation of equations (23) and (24) and the
transient temperature distributions for the parallel-current
transfer processes as

T sy 2 Nbibyvivy (-
T 2 0 v — U,y v,
+_B_ e‘AXS’ e 51, [2 —————blbzvl i

2 0 Uy~ U,y

U1 — U, vy )

e—BT

")

Tl ble 1 +b2 X
——— U(t-———) 32)
Ty b, +b, vy
and by +by
b, <1 —e
T, X
LI U<t——> 33)
Ty b, +b, U

4 Calculations of Numerical Results

The exact analytical solutions for parallel-current transfer
processes shown in equations (27) and (28) can be used to com-
pute transient temperature distributions at the exit of transfer
equipment or transfer zones and also to compute transient
temperature distributions inside transfer equipment or
transfer zones.

The solutions (27) and (28) are verified by steady-state
solutions.

)" G v(=3) (=5
(=) o) =50 -v=5) e

0|2 -2) &

1 bb d
e ——x e*“"g
2 V1V, 0

X\ V2 /oy
-5
U Uy
b[ b2
1 x\ ——~x 1 X\ T
+-~U<t——>e 2 +—U<t——)e v
2 v 2 vy
and
T, - v by e“A"’Sfe*B’I [zm
Ty v—v; 0 0 vy — U,

B For the Case of v, = v,. From equation (11), one can
obtain

by — (b, —by)a—b, =0 29)
To solve equation (29), one can obtain
b
oj=—— and a,=—1 30)
b,

Substituting equation (30) into equation (9), one can obtain

s+b,+0b,

Bi=— and ,= @31

Uy 1

From equations (30), (31), (18), and (19), one can obtain the
transient temperature distributions in the parallel-flow heat
transfer process with equal velocity as

1
Ty

1 o - - =1
b (Vo= Naw) [ €M1 Ny Ny 20201 =618+~ NNy N |
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(=) =) Ilol)-u(

(28)

A Transient Exit Temperatures. Define

£ max = MAax <i, i) and /., =min <~x—, i) (34)
[ ) vy U
and
Ntu 1= il Nt = il (35)
1 e 11,Cy

i.e., fmax @and ¢, are the maximum and minimum of x/v, and
X/vy. Ny, and N, , are the number of transfer units for
streams 1 and 2, respectively.

One can transform equations (27) and (28) with the variable

0= I—lhin

I

for computing transient temperature distributions at the exit
of transfer equipment or transfer zones.

With the new variable 8, exit transient temperature distribu-

tions can be stated as

(36)

max tmin

[/

L2

T 1
= sign) = e Mt [ (VN Ny, 8"3(1=0)21[U(0) = U(6~ 1]

N1/2 _ M1/2
VN Nup02A=0 yo

e~ Nu g
0

e‘l/Z(l _ 9')[/2
(37)
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b, Transient temperature distributions in tronsfer zone at time t
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and B Transient Temperature Distributions in Equipment or
T 0 . _ ~ Transfer Zones. The transient temperature distributions in
—T—2—= w2 SO e~ Nudly[2 NNy N, ,0Y2(1—6)"*1d0 (38)  transfer zones at time  can be computed with a new variable
10 as
where
for v, >v
+ 1 2
ien) = (39
(sign) — for v, <v,
- + 0N, for v, >v
Nm , (1 G)Ntu,l 1,2 1 2 (40)
‘ ONy +(1—0)N,,, for v, <v,
and ! i
—E—G"N’”JU<0)+—'2‘ e*Ntu,ZU(&—I) for vy >y
E®) = 41)
1 1
—Z—e‘Nru.lU(0—1)+T e NMu2U(6) for v, <,
~ Uyt
. L for vy >v,
. (v —v)t
The numerical results of equations (37) and (38) were com- y= 42
puted with three examples where N, , = 1.5 and N, , = 1.0 Y—tnt
and N,,; = 3.5and N, , = 3.0; the results are shown as Case - for v, <v,
a of Figs. 2 to 5. (v -t
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Fig- 6 Transient exit temperature histories for Nigq = 1.5 Ny =1
withLl =4m,vy = 4mls,vo = 2 mis

One can transform equations (27) and (28) with the variable y
defined in equation (42) into two dimensionless equations
which are similar to equations (37) and (38). The numerical
results are shown as Case b of Figs. 2 to 5.

C The Validity of Solations (27) and (28). The validity of
equations (27) and (28) can be seen by comparing solutions of
equations (37) and (38) at § = 1 with steady-state solutions
shown as

Ty Ny + Ny ™ PuitNo)
Ty Nyt + Ny
iz_@ﬂﬁ_[l — e~ N1+ Ny D)
T10 Nm,l +Ntu,2

The solutions of equations (37) and (38) at § = 1 should be
equal to the steady-state solution, because at ¢ = f_,,, the
transfer processes have attained a steady state.

The numerical results from this comparison are

Equations (37) and (38)

43)

(44

Steady-state

at =1 solutions

V>0, v <,
T/ Ty 0.44924 0.44926 0.44925
T2/ T 0.36714 0.36719 0.36717

for Ny, = 1.5and N,,, = 1.
The integrals in equations (37) and (38) were computed with

Simpson’s 3/8 rule.

D Solutions With v, = v,. If the step functions are
removed from equations (32) and (33), these two equations
will be the same as steady-state solutions. The step functions
in equations (32) and (33) are transient phenomena. The
change from the initial steady state to the final steady state is
accompanied by the presence of flow fronts. The temperature
distribution at a flow front is discontinuous. This is because of
the assumption that there was no axial diffusion of heat or
mass. In fact, diffusion always occurs with transfer processes,
so0 the temperature distribution at a flow front should resem-
ble a complementary error function, For v, = v, this analysis
is in agreement with the results of [5] when the core thermal
capacitance is equal to zero.

5 Discussion

The exact solutions of parallel-current transient transfer
processes are obtained in this study with the techniques of
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Laplace transforms. The validity of exact solutions is verified
by comparison to steady-state solutions. N,,; and N, ,, the
number of transfer units for streams 1 and 2, are used as
parameters for this study. It should be noted that the velocities
are important in the transfer process in a transient situation as
shown in Figs. 2-7. When v, is larger than v, and there is a
step temperature change at the entrance of stream 1, the heat
flux is always from stream 1 to stream 2 in the transient
transfer zone as shown on Figs. 2, 4, and 6. When v, is smaller
than v, and there is a step temperature change at the entrance
of stream 1, energy is transferred from stream 1 to stream 2 at
the beginning of the transient transfer zone and is carried
downstream by stream 2. A part of this energy is then trans-
ferred back from stream 2 to stream 1 along the transient
transfer zone as shown on Figs. 3, 5, and 7. This is also seen
from the fact that the temperature 75, on Figs. 3, 5, and 7 is
always larger than the temperature T, on Figs. 2, 4, and 6 and
the temperature 7', on Figs. 3, 5, and 7. One can see that the
temperatures 7', and 7, shown in Figs. 4 and 5 are closer to a
constant asymptotic temperature at the exit of the transient
transfer zone than the temperatures shown in Figs. 2 and 3.
One can show from equations (43) and (44) that when N, ,
and N, , are large, the steady-state solutions of 7',/T), and
T,/T,, will approach an asymptotic value.

Figures 6 and 7 show the transient exit temperature distribu-
tion in a heat exchanger with length L = 4m, N,,, = 1.5, and
Ny,» = 1.0. Figure 6 shows the temperatures for the case of v,
> v, (i.e., vy = 4 m/s and v, = 2 m/s). Figure 7 shows the
temperatures for the case of v; < v, (i.e., v; = 2 m/s and v,
= 4 m/s). On Figs. 6 and 7, for times less than 1 s, the exit
temperatures are zero, and for times greater than 2 s, the exit
temperatures have reached their steady-state values.
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Evaluation Test for Arbitrary Fluid
Inlet Temperature Variation and
Longitudinal Core Conduction

An improved version of the transient technique is described which utilizes a finite-
difference model of the heat exchanger for the evaluation of an average heq
transfer coefficient. The model, which can accommodate arbitrary inlet fluid
temperature variation as well as longitudinal conduction in the heat exchanger core,

is well suited for a computer-based data reduction procedure. The finite-difference
model is validated by comparison with the predictions of exact solutions for a step
change in inlet temperature. Actual tests on a core of known performance indicate
that the overall accuracy of the technique can be within +2 percent.

Introduction

The transient technique has been used for many years to
evaluate average heat transfer coefficients for heat ex-
changers. In this technique, the heat exchanger is operated as
a regenerator. The inlet fluid temperature is varied as a
function of time and the resulting exit fluid temperature
history is measured. Knowing these two temperature histories,
the fluid flow rate and the core physical properties, an average
convection coefficient can be determined with the aid of an
appropriate theory.

In the past, these theories were applied to well-defined inlet
temperature functions of time. The most popular were the
step function and the harmonic function. Analytical ex-
pressions were obtained linking the inlet and exit fluid
temperatures for these two functions. Different evaluation
criteria were employed by different investigators to compare
theory and experiment for the purpose of picking an ap-
propriate heat transfer coefficient. These include curve
matching, maximum slope and initial rise for step function
inputs, and amplitude attenuation and phase shift for har-
monic inputs. The accuracy of the technique may be strongly
dependent on the core parameters, evaluation criteria, and on
the precision of the experimental inlet temperature functions.
It is often necessary to perform extensive numerical
calculations to correct for impurities in the inlet temperature
function or to implement a certain evaluation criterion. These
corrections to analytical solutions and the evaluation
procedure itself may be carried out on a digital computer.

This paper describes an alternative approach in which the
entire data reduction scheme including the theoretical
prediction is designed from the start to be implemented on a
computer. A finite-difference model of the core is used which
can accommodate arbitrary inlet temperature functions and
longitudinal core conduction. The result is a transient test of
improved accuracy and flexibility.

Review of Previous Work

Early work in regenerator theory by Schumann (1929) and
others is reviewed by Jakob [1]. Figure 1 shows the dimen-
sionless theoretical regenerator exit fluid temperature
response to a step change in the inlet fluid temperature as
given by Schumann. It can be seen that there is a unique curve
for each NTU value. Furnas [2] in 1932 constructed a test
using Schumann’s assumptions. He matched his experimental
exit fluid temperature with Schumann’s curves and thereby
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was able to determine the average heat transfer coefficient for
his test core. This ‘‘direct curve matching’’ technique, as it is
now called, required considerable computational effort.

In order to reduce the magnitude of the data reduction
effort required by the direct curve matching method, Locke
[3] advanced his ‘‘maximum slope’’ technique in 1950. Owing
to the uniqueness of the maximum slope of the exit fluid
temperature curve, within a given NTU range, Locke was able
to give an explicit relationship between NTU and maximum
slope. Locke’s analysis was restricted, however, to cores with
zero longitudinal conduction.

Creswick [4] in 1957 was first to apply a numerical
technique for the solution of the governing equations and
considered, also for the first time, longitudinal conduction in
the core. Howard [5] in 1964 extended the work of Creswick
by employing an explicit, finite-difference numerical method
to obtain a relationship between NTU, maximum slope, and a
longitudinal conduction parameter. However, the uncertainty
analysis given by Howard indicates the maximum slope
method should not be used below NTU of about 3.5.

In order to test cores in the low NTU range, Kohlmayr [6]
advanced an indirect curve matching method in 1968 to cover
the range 0.5 < NTU < 5.0. The method involves finding the
centroid of the area under the exit fluid temperature curve.
The analysis relates the position of this centroid to the core
NTU. In addition, Kohlmayr provides an analysis for an
arbitrary inlet fluid temperature change. He does not,
however, put his centroid method to the test and it appears,
from reviewing the literature, that only Wheeler [7] has
employed this method and with uncertain conclusions.

Another method to reduce the single blow data from low
NTU cores was employed by Mondt and Siegla [8] in 1972.
Their “‘initial rise’’ procedure makes use of the unique
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Fig. 1 Regenerator exit fluid temperature response for an inlet step
change in fluid temperature.
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relation between the step change in the exit fluid temperature
at time t = 0+ and NTU. This step is quite apparent in Fig. 1
for NTU < 3.

In most of the single blow methods that have been applied,
the analysis was based on a step change in inlet fluid tem-
perature. Special efforts have been taken to approximate this
step change in experiments. Pucci et al. [9] used a sliding
drawer test facility in which the core was moved mechanically
from a heated airstream into an ambient airstream. Senshu et
al. [10] employed a movable heater that dropped out of the
inlet airstream. In practice, however, a true step change is
impossible. With the *‘initial rise’’ method, data are taken at ¢
= 0+ ; with the ““‘maximum slope’’ method at low NTU’s, the
maximum slope occurs near ¢ = 0+. Thus, there is con-
siderable sensitivity to the inherent experimental deviation in
the inlet fluid temperature step. The result is a convection
coefficient value of large uncertainty. To alleviate this {arge
uncertainty in the low NTU range, Liang and Yang [11] in
1975 advanced a single blow analysis based on an ex-
perimentally determined inlet fluid temperature response. By
experiment, Liang and Yang find the time constant of their
heating screen and use this in their analysis to arrive at a
theoretical exit air temperature response. By direct curve
matching using five points, they determine the average heat
transfer convection coefficient of the core.

The “‘periodic method’’ was first employed by Bell and
Katz [12] in 1949. Their analysis assumed zero longitudinal
conduction and sinusoidal inlet fluid temperature variation.
Stang and Bush [13] refined the analysis and test technique to
accommodate finite longitudinal conduction and arbitrary
periodic inlet fluid temperature. In Stang and Bush’s work, a
Fourier analysis is performed on the data to extract the
fundamental components of the inlet and exit fluid tem-

testing to arrive at a single data point. Also, for the large NTU
cores, test times can be long, since about five periods are
required for the startup transients to die out.

In a recent review paper, Shah [14] reports the experimental
uncertainty in j for existing transient tests at & 10-15 percent
and cites the need for tests with less uncertainty. In addition,
it is desirable to have a transient test of short duration with
rapid data reduction. A unique test using direct curve
matching was thus developed to fulfill these needs.

Data Reduction Procedure

A theoretical prediction for the exit fluid temperature
history is obtained by solving a finite-difference model of the
heat exchanger with the measured inlet temperature function
as input. An initial value problem for conduction in the solid
core is coupled to a one-dimensional convection problem in
the fluid passages through an average heat transfer coefficient
h. In the evaluation procedure, a value for 4 is guessed and
the finite-difference equations are solved to yield an exit fluid
temperature history prediction. This prediction is compared
with the measured history. If the two curves match within
specified limits, then the assumed 4 is correct. If the curves do
not match, / is changed and the process is repeated until an
appropriate value is obtained.

This procedure has been used for the evaluation of in-
terrupted-plate surfaces and it is this geometry which will be
used to illustrate the details of the method. Figure 2(a) shows
interrupted wall passages comprised of multiple in-line plates.
A pair of plates forming a single passage appears in Fig. 2(b).
By symmetry, half of this single passage, represented in Fig.
2(c), is analyzed with the following idealizations applied:

Journal of Heat Transfer

perature waves to accommodate nonharmonic, periodic inlet 1 Steady flow
_temperature variations. An average heat transfer coefficient is 2 Finite wall conduction in flow direction
determined from the measured amplitude attenuation, or 3 Infinite wall conduction perpendicular to flow direction
phase shift, between the inlet and exit fundamental com- 4  Zero fluid conduction in flow direction
ponents. One drawback of the periodic method is that the test S Zero fluid thermal capacity
period must be selected based on prior knowledge of core 6 Constant properties
NTU to achieve accurate results. This may require multiple 7 Adiabatic side walls
Nomenclature
A = core heat transfer area ex- k = thermal conductivity, A = longitudinal . cl‘,;nductlon
cluding area of plate edges = W/m°C sz;?nze)ter = (kaW)/
w0 PR XL 2 S E R e A 2 dymamicyiosityof i, Pas
A, = core minimum free flow ? pressure taps, m p = df:rmty.ofalr, k_g/m
2 ’ 7 = dimensionless time =
area, m L* = flow length over heat :
A, = core frontal area, m2 (rc, NTU 1) / (mc)
Iy S transfer surface of core, m Ap, = pressure drop between core
a = half-plate thickness, m m = coremass, kg ‘ static P
Co ° . . pressure taps, Pa
¢ = wall specific heat, I/kg "C /m = air mass flow rate, kg/s Ap, = pressure drop between tunnel
c, = airspecific heat, J/kg °C NTU = number of transfer units = static pressure taps, Pa
CL = centerline, Fig. 2 (hA) /(mc,) ’
f = average friction factor = g = heat transfer rate, W Superscripts
(rn/Ly) [Ap./(G*/2p)] or Re, = Reynolds number = 4r,G/p n = time step in finite-difference
(ro/L*)y [Ap,/(G*/2p) — r, = hydraulic radius = A .L*/A, analysis
¢ Be m .
G = core mass velocity = m/A,, T = temperature, °C Subscripts
kg/s m? T, = initial uniform temperature, d = hydraulic diameter
h = heat transfer coefficient, °C f = fluid
W/m? °C T, = measured inlet air tem- i = node in finite-difference
i = enthalpy, J/kg perature, °C analysis
J = Colburn factor = (h/G. ) T, = measured exit air tem- m = number of finite-difference
«Pr?2/3 ’ perature, °C nodes in the wall
. = core entrance pressure loss t = tims,s w = wall
coefficient W = plate span, m 0 = initial conditions
. = core exit pressure loss x = axial flow direction coor- 1 = atcoreentrance
coefficient dinate, m 2 = atcore exit
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Fig.2 (a) Multiple, in-line plates; (b) a single pair of plates; (c) haif-flow
passage and haif-plate; (d) the division into finite-difference nodes .

Under these assumptions the energy equation for the wall is

aT k o0*T h
w - w + T _ Tw 1
ot pc ox? pac( g ) )
while that for the fluid is
aT Wh
L+ ——(1-T,)=0 @
ax »

The governing equations (1) and (2) are subject to the
following initial condition

To(x,1=0)=T,(x, t=0)=T, 3)

This equation expresses thermal equilibrium between the
wall and the fluid. The initial temperature 7 is known from
the experiment. The conditions at the heat exchanger inlet and
outlet are also known from experiment

Ti(x=0, 1) =T () @)
Ti(x=L, 1) =Ty{¢) )

where T, (¢) and T,(¢) are the measured inlet and outlet fluid
temperatures, respectively. T, (f) is not restricted to a step or
periodic function.

Equations (1) and (2) are converted to finite-difference
equations and solved numerically. The fluid and wall in Fig.
2(c) are divided into nodes as shown in Fig. 2(d). Using an
implicit formulation which is second-order accurate in x and
first-order in ¢, equation (1) becomes

i =Twi  k [ Tl =270 + T'»'vj?zlrl]
At 2pc (Ax)?
_kw [ Ty, —2T%;+ T v ]
20 (Ax)?
h T i
+ e [T}, — Ty, (6)

for i = 2 to m. For i = 2 and m, representing left and right
end wall nodes respectively, the assumption is made that no
heat is conducted out these ends. This assumption is also
made for the end nodes in each wall segment of the in-
terrupted-plate geometry. These boundary conditions are
satisfied by setting T%,, = TV, and T%, ., = T3, where
nodes 1 and m +1 are fictitious image nodes. These specific
boundary conditions were chosen so that the heat transfer
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Solution af:
Inlet Boundary Exit Boundary

Conditions: > 6 ot n Conditions:
n N Bi NP Toi ¢ = 40 Equation(7}

Ter= T, ) A;\\ ’ Tim=Tz (D)

n+l

nH
et C3Twi + Ty im

(= Equation (8
hi 1+ C3 a te)

. - . [P I
Initial Conditions: T‘,yi = Tw,.- T,
Fig.3 Thedirect curve matching solution domain.

coefficients obtained for the interrupted surfaces could be
directly compared with those for continuous plates. These
conditions force the surface area on which # is based to be the
same in both cases. Using these conditions, equation (6) is
expressed as a single matrix equation.

\
N G
NOB N el s =9 DY %)
A\
\
where

Cl1=(kAt)/ (2oc(Ax)?)
A;=Cl,fori=3,m

A, =0
B,=-Cl~1
Bm :BZ

B;=-2Cl1—-1,fori=3,m—-1
C;=Cl,fori=2,m-1
Cp=0
D, =T, [2C1 +(hAt/pac) = 11— CU[Th, _, + Thi]
—[hAt/pac) T}, fori=2,m

In equation (7), 4,, B;, and C;, are elements of the lower,
middle, and upper diagonals of the tridiagonal matrix with all
other elements zero. The right-hand side vector D; is known.
Equation (2) is written in backward finite-difference form
which gives

T+ T,

Le ®
where
3= MW
me,
The initial condition specified by equation (3) becomes
T,,=Th=T, )]
and boundary conditions of equations (4) and (5) become
Fi=T1() 10)
T}, =T,(t) an

The solution domain is depicted in Fig. 3. The objective is
to obtain the convection coefficient 4, which is tied up in
equations (7) and (8). The overall procedure is to guess at #,
solve equations (7) and (8) subject to initial condition (9) and
inlet boundary condition (10), and arrive at a theoretical exit
fluid temperature history T7%,,. These T%,, are then comparcd
with the experimental exit fluid temperature history 75(/). If
these two temperature histories match within specific limits
(unlikely the first time), then the originally assumed value of A
is the correct average heat transfer coefficient of the core. If
the histories do not match, # is iteratively changed until
agreement, within specified limits, is obtained.

More specifically, the solution proceeds as follows.
Equations (7) and (8) are solved in a marching fashion,
moving in the direction of time. Moreover, since tests were
planned for cores constructed of interrupted-wall passages,
the solution of equations (7) and (8), at a given time step,
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begins with the first upstream passage and then proceeds to
subsequent downstream passages. Starting at the second time
step (7 = 2), and the first upstream passage, 7%, ; is obtained
by solution of equation (7) using the initial conditions and
inlet boundary conditions. At this same time step and same
first passage, T%,. is obtained next by solving equation (8) with
a single sweep starting with the inlet boundary conditions.
Still at time n = 2, the inlet fluid temperature of the second
passage is set equal to the exit fluid temperature of the first
passage before equations (7) and (8) are solved in the second
passage. This procedure continues through subsequent
downstream passages. After all 7%, and 77, are calculated,
then the temperatures T5,; and 7%; are obtained in a similar
fashion at the third time step, and so the solution advances in
time. The procedure is halted after a specified time step is
reached. The initial guesses of /4 and the subsequent iterative
adjustment of this parameter, until the theoretical and ex-
perimental exit fluid temperatures match within specified
limits, follow the method of regula-falsi. The regula-falsi
method treats the error between the theoretical and ex-
perimental exit fluid temperature histories as a function
dependent on 4. Two such errors are computed: an average
algebraic difference and an average absolute difference
between T%,, and T,(f) over the test duration. The average
algebraic difference is required by regula-falsi and the value
of A is adjusted in an attempt to drive this error to zero. The
average absolute difference is used as a convergence criterion.

The numerical method has been used to predict exit fluid
temperatures over a range of parameters, 0.1 < NTU =< 20
and 0 = A =< 30. No signs of instability were ever observed.
The mesh size is always chosen on the basis of accuracy
considerations rather than stability considerations. The
method converges to the correct steady-state solution
regardless of the size of the time step chosen.

The accuracy of the finite-difference scheme was checked
by comparing the numerical solutions of equations (7) and (8)
with the available analytical solutions for a step change in
inlet fluid temperature. The exit fluid temperature response,
for various values of NTU and zero streamwise wall con-
duction, shows excellent agreement with Schumann’s [1]
curves in Fig. 1. Typical results, at NTU = 16 for various
values of the dimensionless conduction parameter A, are
shown by the solid lines in Fig. 4. Again, the agreement with
the exact solution for zero conduction A = 0 is good. The
response curve for A = 10 (and for larger values of \) is very
close to the exact solution for N = oo. There is no exact
solution available for comparison for A = 1 but there are
other published numerical solutions. Handley and Heggs [15]
compared their results obtained using an implicit scheme,
with those obtained using Creswick’s [4] explicit scheme. In
general, the present results agree with the results of these
investigators when they agree with each other and lie between
their results otherwise. The poorest agreement occurs at high
NTU. The comparison shown in Fig. 4 is an example of the
poorest agreement.

Conservation of energy demands that the energy convected
away by the air leaving a hot core be equal to the energy lost
by the solid as it cools. When this energy balance is stated in
terms of dimensionless variables it yields the condition that
the area under the normalized curves in Fig. 4, for 7 — oo, be
equal to NTU regardless of the value of A. This is a necessary
condition for the correctness of a solution. As a further check
of the present numerical method, the three curves were
numerically integrated out to 7 = 100. The resultant areas
were within 0.2 percent of NTU. The integral of the exact
solution for A = o out to 7 =100 gives 0.2 percent closure.
An estimate, made by fitting a curve through the solution
points of Handley and Heggs, indicates that the energy
content of their flow is about 13 percent too low. A similar
estimate for the points by Creswick (as quoted in Handley and
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(Te-T) M/ (T5-T))

Fig. 4 Evaluation of numerical procedure for step change in inlet
temperature with longitudinal conduction at NTU = 16, Solid lines are
numerical results with A7 = 0.05 and AX/L = 0.02. Symbols: o
analytical solution, A = 0; e analytical solution, A = o} o Handley and

Heggs [15], A = 1; ¢ Creswick [15], A = 1.
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Heggs) indicates an energy content 6 percent too high. It is
critical for the application proposed here that energy con-
servation errors be minimized since the error in the predicted
heat transfer coefficient will be equal to the error in the energy
balance. The present finite-difference method is well suited to
this application.

The complete data reduction procedure was performed by
the FORTRAN program ‘“MATCH.”” A detailed description
of this program is given in [16]. A final test of the method,
both experimental and numerical, is discussed following the
description of the experimental apparatus.

Experimental Apparatus

Tests employing the data reduction procedure just
described were conducted on a parallel-plate array in air. The
required inlet and exit air temperature histories were
measured, digitized, and entered directly into the computer in
which the numerical calculations were performed. The ex-
perimental apparatus consisting of the wind tunnel, in-
strumentation, data acquisition and reduction systems and the
test core are described in this section. The test technique and
results are presented in the next section.

A schematic diagram of the entire system is shown in Fig. 5.
The wind tunnel consists of a nine-to-one square contraction
section followed by a four-to-one contraction section, a 15.24
cm by 15.24 cm insulated test section, a 15.24 ¢m diameter
orifice pipe section, and a plenum box containing the fan and
motor. An electric resistance heater is located just upstream
of the test section. The air temperature at the core inlet is
measured by six, 0.076-mm-dia, copper-constantan ther-
mocouples connected in series and strung across the test
section just upstream from the core. A similar thermocouple
array is located sufficiently far downstream of the core exit to
indicate a mixed mean exit air temperature.

The electric heater is constructed of fine wire mesh screens
with a relatively large surface area of 760 cm? compared to
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the flow area of 232 cm?. This allows the heater to be
operated at a low temperature. The upstream thermocouples
in direct view of the heater were therefore not required to have
radiation shields. This is of critical importance, because the
transient test is most sensitive to temperature measurement
errors. Shielding the fine wire thermocouples would increase
the time response which would adversely affect the transient
test.

Special precautions were taken in the design of the test
section, heater support structure and the core assembly to
ensure that the thermal capacity of the active core surfaces
dominates during the test period. The interior surface of the
test section is lined with foam and the support structure for
the plate arrays is made from balsa wood.

The analog voltage output from the two thermocouple
circuits is amplified by 1000 and digitized by a Preston A-D
converter. The resulting time series is fed into an HP-1000
system (HP-21MX, E-Series computer) where it is used in the
data reduction scheme described earlier.

A test core consisting of equally spaced horizontal paraliel
plates was constructed for the purpose of checking out the
experimental facility. Each of the aluminum plates measures
0.154 cm thick, 15.24 cm wide, and 22.86 cm long. The
vertical spacing between the plates is 0.447 cm. The plates
were sheared from a single, large sheet selected for uniformity
of thickness. The burred edges, due to the shearing process,
were removed with a few strokes of a hand file. The plate
array was formed by epoxy bonding the plates to balsa wood
side walls. The assembly was clamped during curing in a jig
specifically designed to maintain dimensional accuracy.

Two static pressure ports were drilled into one of the
central plates in the stack. These 0.66-mm-dia ports are
located midway between the side supports. One of these ports
is 1.9 cm downstream from the leading edge of the plate and
the other is 0.32 c¢m upstream from the trailing edge. The
pressure drop measured between these two core taps was used
to evaluate an average friction factor for the core according to
the definitions provided in the Nomenclature.

The pressure drop between static taps located upstream and
downstream of the test core was also measured. Three taps in
the wind tunnel wall at each streamwise station were con-
nected together to yield an average static pressure. The
measured pressure drop between these tunnel taps was also
used to estimate an average friction factor according to the
definitions provided in the Nomenclature. The entrance and
exit loss coefficients required for this purpose were taken
from [17].
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The mass flow rate through the core was determined, at low
flow rates, from the pressure drop across a standard 1SO
orifice. At high flow rates, the output of a pitot-static tube
located upstream of the test core was used, along with a
calibration of the tunnel velocity profile, to indicate flow rate,
All of the differential pressure signals were converted to
electric signals by Validyne Model DP15TL pressure trans-
ducers and digitized for computer processing.

Results and Discussion

The parallel-plate geometry was chosen for test since it
approximates a geometry for which accepted theoretical
predictions for heat transfer and pressure drop are available.
The theory is for developing flow between parallel plates of
infinite aspect ratio with constant wall temperature. The
correlation of Stephan [18] as reported by Shah and London
[19] is used here for comparison purposes.

The 26 parallel-plate core was tested over the Reynolds
number range 300 to 10,000. The experimental results from
the program MATCH, along with the laminar flow theory,
are given in Fig. 6. The agreement is excellent up to Re, =
3000, where transition to turbulence appears to take place.
Taking the 23 data points between 296 < Re, < 2660 as lying
in the laminar flow region, the average absolute deviation of
the j data from theory is only 1.7 percent. The uncertainty
analysis, summarized in the Appendix, for three of thesc j
data points gives an average of 1.2 percent.

The friction factors computed from the measured core and
tunnel pressure drops are also plotted in Fig. 6. These are
compared with the laminar developing flow theory given by
Shah [20]. This theory is also for flow between paralle] plates
of infinite aspect ratio. The value of f calculated from the
theory and plotted in Fig. 6 is the average between the core
pressure tap locations. For the laminar flow region, Re, <
3000, the average absolute deviation of the core f data from
theory is 5.3 percent. The uncertainty analysis for three of
these f data points gives an average of 0.9 percent (see Ap-
pendix).

Two j data points from Fig. 6 are examined to show details
of the curve matching technique. Run number 1722 is at Re,
= 1127 (see Fig. 7) and has the usual step rise in inlet air
temperature as required in all previous single blow tests. Run
number 1625 is at Re, = 1152 (see Fig. 8) and has an inlet air
temperature rise that is ramplike in appearance and can only
be accommodated by the present curve-matching technique.
Figure 7 shows the measured inlet (7)) and measured outlet
(T,) air temperatures plotted against time for run number
1722. For this run, the heater power was first set to give about
a 10°C rise in inlet air temperature. At the beginning of the
run the main power supply switch was flipped on to achieve a
step temperature rise. Notice, however, that 7, is not a pure
step function, a problem discussed earlier. The measured exit
air temperature shows an initial rise followed by a gradual
increase in temperature. The theoretical exit air temperature,
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from the program MATCH, best matches the experimental
curve at A = 25.89 W/m? °C. The rms deviation between
the theoretical and experimental curves is 0.051°C. The
greatest deviation, although slight, occurs during the initial
rise. Thermocouple response is a factor and is treated in [16].
The two other theoretical exit air temperature curves plotted
in Fig. 7 are for A = 25.89 W/m? °C + 10 percent; they show
the theoretical curve’s sensitivity to A.

For run number 1722, the test time is just over 31 s. A good
perspective of this test time, compared to the overall response
of the core, can be obtained by viewing Fig. 9. In this figure,
the dimensionless theoretical exit air temperature is plotted
against dimensionless time for NTU = 1, 2, and 1.12. NTU of
1.12 corresponds to & = 25.89 W/m? °C, the value at curve
match. The dimensionless time used for Fig. 9 is different
from that used in Fig. 1 by a factor of NTU and was chosen so
that the integral under any theoretical curve from ¢ = 0 to o
cquals unity.

The second j data point to be examined is run number 1625.
Figure 8 shows the measured inlet and exit air temperatures
for this run. The inlet air temperature rise with a ramplike
appearance was obtained by manually increasing the heater
power supply output. From the program MATCH, a nearly
identical theoretical T%,, curve is matched to the experimental
T, curve at h = 25.73 W/m? °C or NTU = 1.09. The rms
deviation between the two curves is only 0.023°C. Again, two
other theoretical curves for # = 25.73 W/m? °C = 10 percent
are plotted to show the sensitivity of the theoretical curve to A.

While both run numbers 1722 and 1625 give excellent j
results, as was shown in Fig. 6, the curve match for run
number 1625, with a ramplike inlet air temperature rise, is
superior to run number 1722, which has a step inlet air
temperature rise. An implication of this result is that an
optimum inlet air temperature history might exist for a
particular experimental setup, but this possibility was not
cxplored further.

Compared with previously published transient test
techniques, the present direct curve matching test in-
corporated in MATCH appears to give the most accurate
results in the shortest period of time. Typical data collection
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times were 5 to 60 s for NTU ranging from 0.5 to 5.0, with
data reduction requiring about 20 s. With a given test core in
the test section, experiments were performed over a Reynolds
number range of 200 to 10,000. On the average, it took only
10 min to collect, store, retrieve, and reduce the data, print
out the information, plot the reduced data for both j and f
and bring the core into thermal equilibrium, all set for
another Reynolds number run.

Thermal boundary conditions affect heat transfer coef-
ficients, particularly in the laminar flow region. In the present
curve matching test, as in all transient tests except the initial
rise test, the thermal boundary conditions are functions of
both time and space. Since a finite period of time is required
for the curve matching test, it is thus impossible to fix the
thermal boundary conditions. However, in the present test,
the data are collected over a relatively short period of time,
with the result that the constant wall temperature boundary
condition is closely approached. For example, theoretical
results for a typical test are given in Fig. 10, where wall and
air temperatures at curve match are plotted as a function of
space and time for run number 1722, The inlet air temperature
rise is 9.4°C. After 10 s, the inlet and exit wall temperatures
differ by 0.5°C; after 30 s, the test is 1.5 s from termination
and the difference is 1.3°C. These relatively small wall
temperature differences show that the constant wall tem-
perature thermal boundary condition is approached at NTU
= 1.12 in the present curve matching test. However, this
condition does depend on NTU and on A. The wall tem-
perature difference at a particular value of dimensionless time
will tend to increase with increasing NTU and decreasing A.

Summary

A direct curve matching transient heat exchange test was
developed for use with a computer-based data acquisition and
reduction system. The data reduction procedure involves the
numerical solution of finite difference equations describing
the heat transfer in the core. This approach has the unique
advantage of accommodating any arbitrary inlet fluid tem-
perature history.

Longitudinal conduction within the wall is accounted for in
the present formulation. The conduction properties, thermal
conductivity or wall thickness, may vary in the streamwise
direction as in interrupted surfaces. Infinite transverse wall
conduction was assumed in the present formulation but finite
transverse conduction could be easily accommodated in the
numerical model.

Tests run using the numerical curve matching technique
produced accurate results in short times. Because of the short
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test times, deviations from constant
boundary conditions are minimized.

wall temperature
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Table 1 Uncertainty analysis summary
T
Run No. Rey NTU Tsiep Percent uncertainty

) J J Re,

1619 296 3.96 10.80 0.33 1.15 0.48
1625 1152 1.09 9.53 1.46 0.87 '05\8
1633 2780 0.54 1072 194 062 053
1634 3386 0.48 9.97 157 457 249
1642 10378 0.45 3.58 8.29 0.84 \0‘6\2

APPENDIX

Uncertainty Analysis

The heat transfer and pressure drop experiments describeg
were performed only once at a given operating condition,
Kline and McClintock [21] describe such experiments as single
sample. The uncertainty bands that may be placed on the
reduced data (J, f, and Re,) are a function of the uncertainties
in the measurements made during the experiments. According
to Kline and McClintock, if the result R of a single-sample
experiment is a function of n independent variables

> X)), (12)
and if x; are normally distributed, then the uncertainty in R is

SR [( OR b, >2+< OR
=|{ —6x
ax, ! 0x,
8R 2 1/2
+<——~6x,,> ]
dx

"

R:f(xla Xy X35 0 v e

2
6x2) + ...

(13)

An additional requirement is that the odds must be the same
for each independent variable uncertainty éx;.

The functional relationships between the dependent
variables j, f, and Re,, and the various independent variables
are contained in the data reduction program MATCH.
Therefore, the partial derivatives required in equation (13) are
obtained through MATCH. This is done, as suggested by
Moffat [22], by adding éx; to x; as data for the program.
Forward finite differences are then used to approximate the
partial derivations

oR _ (R)x,-+6.\',-— (R),\'i
0x; B ox;

(14)

The results of the analysis performed on runs spanning the
range of variables are given in Table 1. The uncertainty in j is
seen to be below 2 percent except for run 1642, where it is 8.29
percent. Due to electrical power input limitations and the high
flow rate at this run, the air temperature rise was only 3.58°C
as compared to the approximately 10°C rise used for the other
listed runs. This smaller temperature step makes j more
sensitive to the uncertainty in the measured air temperatures.

The uncertainty in f, from Table 1, is about 1 percent,
except for run 1634, where the value is 4.57 percent. At this
run, the pitot tube used for mass flow measurement was
operating at its lower velocity limit. The uncertainty in Re, is
approximately 0.5 percent when the flow is measured using
the ISO orifice. When flow measurements are made with the
pitot tube, the uncertainty is higher, about 2.5 percent.
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A Study of the Flow Mechanisms
Responsible for Heat Transfer
Enhancement in Interrupted-Plate
Heat Exchangers

Certain compact heat exchanger cores are modeled by assemblies of parallel plates.
The heat transfer in these cores may be enhanced if the plate surfaces are in-

R. S. Mullisen

Mechanical Engineering Department,
California Polytechnic State University,
San Luis Obispo, CA 93407

Mem. ASME terrupted. The results of an experimental study of the mechanisms responsible for
enhancement are reported here along with quantitative measures of the magnitude
R. 1. Loehrke of the enhancement and the pressure drop penalty incurred. The aim of this work is

to identify the important parameters and provide guidelines for designers of heat
transfer surfaces and to workers attempting to correlate experimental data. Arrays
of parallel plates were tested in a wind tunnel. Fluid flow phenomena were iden-
tified using the Schlieren visualization technique. Three distinctly different flow
regimes are found within cores composed of in-line plates. These are classified as
steady, general unsteady, and periodic unsteady flows. The periodic unsteady flow
is accompanied by the emission of a strong acoustic tone. The heat transfer per-
Jormance of these cores was determined using a transient heating technique. The
evolution of the enhancement and the associated changes in the flow regimes are
documented over a range of Reynolds number as the streamwise spacing between
in-line plates is increased from zero. The results of these experiments are used to
interpret the measured performance of cores consisting of staggered arrays of
parallel plates and of cores formed by assembling parallel-plate arrays so that
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alternate plates in the streamwise direction are perpendicular to each other.

Introduction

The flat plate is an element in many heat exchanger sur-
faces. The flow through certain finned surfaces may be
modeled by the flow through arrays of parallel plates. One
technique that has been used to enhance heat transfer in this
geometry is surface interruption as employed, for example, in
offset strip-fins and perforated-plate surfaces. Calculations
have shown that augmentation may be realized in interrupted
surfaces even if the flow remains laminar and steady [1].
Considerable experimental evidence indicates that additional
augmentation can be expected over some range of operating
conditions due to the unsteady flow induced by the surface
interruptions [2-5]. The purpose of the research reported in
this paper was to explore the structure of the flow in plate
arrays in order to identify flow mechanisms which are im-
portant for heat transfer augmentation. An understanding of
the flow is essential for the evaluation of analytical models to
be used for calculating heat transfer and pressure drop in
these arrays. It is also useful as an aid in constructing em-
pirical correlations [6].

In order to realize the objective of this research, ex-
periments were performed which combined flow visualization
with heat transfer and pressure drop measurements. Model
cores were tested in air in a wind tunnel [7] over the Reynolds
number range 10> < Re, < 10%, important for compact heat
exchangers. Three different geometric configurations of
interrupted plates were studied. Parallel plates in both in-line
and staggered arrangements were selected to model fin sur-
faces. An arrangement of perpendicular plate arrays was
constructed to model a possible regenerator configuration.

Experiment

The experiments were conducted in a wind tunnel with a

(:‘omributed by the Heat Transfer Division for publication in the JOURNAL OF
Heat TransrER. Manuscript received by the Heat Transfer Division June 14,
1984,
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15.24-cm-square test section. The test cores are formed by
combining arrays of parallel plates in the wind tunnel test
section. The leading edges of all of the plates in an array are
located at the same streamwise position. Each array consists
of a number of aluminum plates bonded to two balsa wood
side supports with epoxy glue. The plates were clamped in a
special jig during assembly and curing to ensure that the
arrays would be dimensionally uniform. The length of each
plate between side supports is 15.24 cm. When the arrays are
inserted into the test section the balsa wood supports fit into
recessed areas and the plates just span the test section
opening. All of the plates in an array have the same thickness
and length in the flow direction and each test core is formed
from arrays of identical plates. The number of plate columns
or stages in the streamwise direction is identical to the number
of arrays in a test core. Plate thickness, length, and the
streamwise spacing between plate arrays were varied from
core to core. Arrays were constructed so that three different
core arrangements could be formed: in-line and staggered
parallel plates, and perpendicular plates. The perpendicular
arrangement is formed by rotating every other in-line array 90
deg about the flow axis. In a core formed with 90 deg arrays,
the flow passes alternately through horizontal and vertical
channels. The three core arrangements are shown
schematically in Fig. 1.

The survey by Wieting [8] was used as a guide in selecting
the relative dimensions of the test cores. The scale was chosen
large enough to ensure that the plates would be straight, flat,
and well aligned. A summary of the dimensions and con-
figurations of all the cores tested is presented in Table 1. Only
the highlights of this work will be presented here; full details
are given in [9]. The definitions used for reducing the data are
generally in agreement with those presented in [10]. As
pointed out by Patankar and Prakash [11] however, those
definitions which yield the best correlation of the data do not
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necessarily reveal the most about the physics. Since the ob-
jective of this research was to obtain a better understanding of
the relation between the flow phenomena and the heat
transfer augmentation and not to test correlations, certain
exceptions to the definitions in [10] are noted below.

The experiments reported here concentrated on the in-line
geometry. The reason for this was that a core with interrupted
plate spacing of zero (i.e., continuous flat plate) could be
assembled in this arrangement. This provided a common
experimental and theoretical base from which to measure
augmentation. It also provided an important check of the
experimental technique which lends credence to the data
obtained for interrupted surfaces where well-accepted theories
are not available. In the experiments on in-line cores both Re,
and S are considered as variables. The evolution of the heat
transfer augmentation as these variables are changed can be
best illustrated if f and j are constructed so that they reflect
only changes in pressure drop and heat transfer rate with
changes in S. This same argument applies to the tests of cores
constructed from 90 deg arrays. Consequently, for purposes
of data reduction, the total heat transfer area was considered
to consist only of the total surface area of the exposed sides of

Nomenclature

Table1 Test core dimensions

In-line arrays

H=0.447 cm
Number L*
L I of {cm) S

(cm) (cm) arrays (cm)

3.81 0.127 4 15.24 0,0.318, 0.635, 1.27,
2.54, 3,81

3.81 0.224 4 15.24 0,0.318,0.635, 1.27 27
2.54, 3.81

3.81 0.318 4 15.24 0,0.318,0.635, 1. 27
2.54, 3.81

2.54 0.222 6 15.24 0,0.318,0.635, 1, 27
2.54

5.08 0.224 3 15.24 0, 0. 318 0.635, 1.27,
5.0

Staggered arrays
H=1.116cm
2.54 0.222 12 30.48 2.54,3.81
5.08 0.227 6 30.48 5.08,7.62
90 deg arrays
H=0.447 cm
3.81 0.222 4 15.24 0,0.318,0.635, 1.27,

2.54,3.81

the plates and not to include the area of the ends of the plates
perpendicular to the mean flow direction. The minimum free-
flow area for both the in-line and 90 deg arrays was calculated
based on the geometry of a single array and the core length
was taken to be the number of arrays in the core times the
plate length. The minimum free-flow area and core length for
the staggered arrays are calculated at S = L. Appropriate
adjustments to these definitions are made and identified when
the results are compared with other experiments and with
correlations.

Two pressure drops were measured at each test point: onc
between tunnel taps located upstream and downstream of the
core and one between two core static taps machined in the
aluminum plates. The 0.66-mm-dia core static pressure ports
were located 1.9 cm to 2.54 c¢cm from the balsa wood side
walls. One of these ports was 1.9 cm downstream from the
leading edge of the center plate in the first array and the other

h
Il

core heat transfer area excluding area of plate edges
= number of plates X 2LW, m?

core minimum free-flow area, m?

plate wake width = plate thickness plus 2 X
momentum thickness of boundary layer at the exit
of the first plate array, m

= air specific heat, J/kg°C

hydraulic diameter = 4 r,, m

Fanning friction factor = (r,/L, )[Apc/(Gz/Zp)] or
(ra/LM[Ap, /(G?*/2p)— K. —K,]

core mass velocity = m/Ac, kg/mzs

= heat transfer coefficient, W/m?2°C

transverse plate spacing, Fig. 1, in

Colburn factor = (h/Gc,)Pr#?

core entrance pressure loss coefficient, see [10]

core exit pressure loss coefficient, see [10]

plate length, Fig. 1, m

= distance between core static pressure taps evaluated

[
il

I

i

o

1

’ah t\«?qfwx. T >Q < s’
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at S = 0 for in-line and 90 deg arrays and at S = L
for staggered arrays, m

L* = flow length over heat transfer surface of core =
total core length at S = 0 for in-line and 90 deg
arrays and at S = L for stagged arrays, m
m = air mass flow rate, kg/s
Pr = Prandtl number
Re, = Reynolds number based on plate wake width =
Gb/u
Re, = Reynolds number = dG/u
r, = hydraulicradius = A .L*/A, m
S = longitudinal plate spacing, Fig. 1, m
¢ = platethickness, Fig. 1, m
W = plate span, m
8 = frequency, Hz
Ap. = pressure drop between core static pressure taps, Pa
Ap, = pressure drop between tunnel static pressure taps,
Pa
4 = dynamic viscosity of air, Pa s
o = density of air, kg/m’
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was 0.32 ¢m upstream of the trailing edge of the center plate
in the last array. The pressure drop measurements are
presented in terms of an apparent friction factor. The
definitions used to calculate these friction factors are
presented in the Nomenclature. The entrance and exit loss
coefficients required to reduce the pressure drop between
tunnel taps to a friction factor were taken to be the same as
those presented in [10] for flow through flat-duct passages.

Flow visualization was performed using a Schlieren
technique. During flow visualization, two insulating plugs in
the test section side walls are removed and replaced with 3 cm
by 5 cm glass viewing ports. Part of the plate array side
supports are also cut away to expose a section of the plates.
Four of the original plates in one array are replaced with
composite plates of identical outside dimensions, but in-
corporating internal electric resistance heaters. The thermal
boundary layers formed over the heated plates are made
visible by the Schlieren method. The setup used in this in-
vestigation is depicted in plan view in Fig. 2. The light source
is the bulb on a General Radio Type 1531-AB Strobotac. The
bulb, oriented to form a horizontal line source, produces a
flash with a duration of about one microsecond. Two knife
edges, also oriented horizontally (but shown vertically in Fig.
2 for illustration), intercept light which has been turned up or
down in the test section due to vertical temperature gradients
in boundary layers and in the wakes. The image of the core
with darkened thermal layers is focused on a viewing screen or
photographic film plate,

Average heat transfer coefficients for each test core were
determined at various flow rates using a transient technique
which is a variant of the so-called single-blow test technique.
This accurate and rapid test, utilizing a digital data
acquisition system and a curve matching evaluation criterion
based on numerical solutions of the core response equations,
is described in [7].

Results and Discussion

Facility Calibration. A complete description of the wind
tunnel, instrumentation, and test technique is presented in [7].
The results of one experiment run to validate the facility are
reproduced here for completeness. In this experiment a core
consisting of equally spaced horizontal plates was tested.
Each of the aluminum plates measures 0.154 cm thick, 15.24
cm wide, and 22.86 cm long. The vertical spacing between the
plates is 0.447 cm. The plates were assembled into a single
array by the methods described earlier. This core, with
continuous plates, is comparable in size and shape to the
interrupted-plate cores to be discussed next.

The test results are summarized in Fig. 3. They are in good
agreement with theory for developing flow between parallel
plates of infinite aspect ratio with constant wall temperature.
Furthermore, the average friction factor determined from the
measured pressure drop between the core taps is in good
agreement with that calculated from the pressure drop be-
tween tunnel taps. The estimates for the uncertainty in the
results given in [7)] also apply to the work to be described here.
The uncertainties depend on the operating point. The
maximum uncertainties are estimated to be + 8 percent for j,
+ 5 percent for f, and + 3 percent for Re,. The uncertainty
injis less than =+ 2 percent for Reynolds number below about
4000.

Flow Visualization. Photographs of the visualized flow in
the passages and between in-line arrays appear in Fig. 4. The
photos are arranged in columns according to streamwise
spacing and in rows according to Reynolds number. The flow
is from left to right with the four center upstream plates
heated. While both upstream and downstream plates are of
identical dimensions, the upstream plates appear thicker due
to the attached thermal boundary layers.

Three distinctly different flow regimes can be identified in
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Fig.5 Paired symmetric flow,t = 0.318cm, L = 3.81¢m, S = 1.27cm,
and Rey = 3000; the flow direction is from left to right.

these photographs. They are classified as: steady, general
unsteady, and periodic unsteady. The steady flow region is
characterized by smooth and straight boundary layers found
over the upstream and downstream plates and in the
streamwise space between plate arrays. For example, see Fig.
4, S = 0.318 cm, Re,; = 500 and 3000. The general unsteady
flow region is characterized by boundary layers that undulate
after they leave the trailing edge of the upstream plate. The
amplitude of the unsteadiness continues to grow as the flow
proceeds downstream between the plate arrays. In many
cases, the boundary layers appear to develop into tur-
bulentlike flow structures which completely fill the passages in
the next downstream array. An example is the flow in Fig. 4
for S = 1.27 cm at Re,; = 3000.

The flow in the general unsteady region appears to be more
three dimensional than that observed by Roadman and
Loehrke [14] for flow between two plates in a water channel.
This may be due, in part, to the difference between Roadman
and Loehrke’s dye visualization which taps a single streakline
and the present Schlieren technique which averages over the
entire plate span of 15.24 c¢cm. The three-dimensional ap-
pearance may be due to slight random transverse wiggles in a
nominally two-dimensional vortex. This three-dimensional
turbulentlike character was also observed by Loehrke and
Lane [4] and Mochizuki and Yagi [16] by dye visualization of
water flow through arrays of plates.

The periodic unsteady flow region is characterized by
periodic, synchronized vortex shedding from the trailing
edges of the upstream plates. One or more vortex may occupy
the space between plate arrays. This organized, two-
dimensional flow persists in the next downstream
passageway. For example, see Fig. 4, S = 0.635 cm at Re,; =
6000. An audible tone always accompanies this periodic
unsteady flow and is further discussed later.

These three flow regions were observed for both in-line and
staggered arrays. No periodic region could be detected for the
90 deg arrays. An additional flow phenomenon was
documented for in-line arrays of thick plates and for the 90
deg arrays. A “‘paired symmetric’’ flow was discovered and is
illustrated in Fig. 5 for thicker plates at Re, = 3000 and S =
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Fig.6 Flow over plates in a staggered array, t = 0.22cm, L = 2.54cm,
§ = L; the flow direction is from left to right.

1.27 cm. This flow falls in the general unsteady region. It is
characterized by diverging and converging boundary layers
extending from trailing edges of alternate upstream plates into
the streamwise gap. The repeating pairs of converging and
diverging boundary layers prompted the ‘‘paired symmetric”’
identification. The main flow alternately bows out then in,
during its course through the streamwise gap. This mean-flow
pattern is bistable. Small disturbances can cause the flow
pattern to flip. This ‘“‘paired symmetric’’ pattern was also
observed in the 90 deg arrays at S = 1.27 cm and Re, = 1500
and 3000. Similar flow behavior was investigated by Corrsin
[15], who made velocity and temperature measurements in the
flow in a wind tunnel downstream from a high-solidity, two-
dimensional grid formed from parallel rods. He found that
the jets issuing from between the rods were unstable, and he
recorded two alternate flow configurations resulting from the
instability. Although his flow configurations are different
from the ‘‘paired symmetric’” modes identified here, the
bistable nature of the flow is similar.

Photographs of the visualized flow in the passages of
staggered plate arrays appear in Fig. 6. Only the central two
plates are heated. The picture at each Reynolds number is a
composite of two photographs taken at different times: one of
the trailing edges and one of the leading edges of the heated
plates. The plate support structure partially obstructed the
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view making it impossible to capture the entire plate at one
time. Again, the flow is from left to right with all plates of the
same dimensions. The visualized plates are in the second array
and there are no plates directly upstream. The two center
plates appear thicker due to the attached thermal boundary
layers. The three flow regions identified with the in-line arrays
are distinctly evident in the staggered arrays. At Re, = 500,
the flow is steady as shown in Fig. 6. The flow is also steady at
Re, = 750 but by Re, = 1500 unsteady wake motions are
detectable. The strong influence of the unsteady wakes of the
upstream plate array on the boundary layers on the heated
plates is detectable in both the general unsteady and in the
periodic regions. In contrast, the flow along the side of the
plates in the in-line arrays tested appeared much more
tranquil. The boundary layers appeared to be hardly
disturbed even though the wakes were unsteady.

The flow between different pairs of plate arrays was ob-
served in in-line arrays at certain fixed values of Reynolds
number. These observations indicated that the flow regimes
did not depend on streamwise location. This is corroborated
by the observations in water by Loehrke and Lane [4] and by
the relatively sharp transitions noted in j and f with changes in
Reynolds number at small S (see next section). In contrast,
Mochizuki and Yagi [16] found that for deep cores with many
staggered arrays or stages in the flow direction the Reynolds
number at which the transition to unsteady flow occurs near
the front of the core may be three times greater than the
Reynolds number at the beginning of transition in the
downstream sections of the core.

Audible Tones. The periodic unsteady flow region was
studied in more detail using the core geometry which
produced the strongest audible tones. Sound measurements
were made and frequencies recorded over the Reynolds
number range in which audible tones occurred. Additionally,
photographs of the visualized flow were taken during the
occurrence of the tones. The data are given in Fig. 7 and are
plotted in Fig. 8. The general behavior of these tones is that
they occur in stages. The left column in Fig. 7 shows the
conditions at the onset of an audible tone in a particular stage
as the wind tunnel velocity is increased from zero. The right
column shows conditions just prior to the jump in frequency
to the next stage. The first tone was found to be very weak;
thus data were taken starting with the second tone and
continued through to the fifth tone. A sixth tone was observed
at the wind tunnel fan speed limit. The frequencies of the
observed tones were well correlated with flow speed but not
correlated at all with fan speed which never exceeded 3000
rpm.

Photographs of the visualized flow in Fig. 7 clearly show
the periodic unsteady flow structure associated with the
audible tones. For all of the tones, a single vortex occupies the
streamwise gap and the vortex shedding is synchronized, but
not always in phase. The second tone shows all vortices
shedding in phase. The third tone shows the bottom two plates
shedding vortices in phase and the top plate shedding vortices
out of phase with the second from the top plate shedding no
distinct vortex street. This nonshedding plate is located on the
wind tunnel centerline. With the fourth tone, the top three
plates are shedding vortices in phase while the bottom plate is
shedding a weakly organized vortex. The fifth tone possesses
the same vortex shedding mode as the third tone. The
frequency plotted against Reynolds number, in Fig. 8, shows
the staging of the four tones.

Loehrke and Lane [4] made amplitude and frequency
measurements of audible tones in the same wind tunnel but
with different heat exchanger cores. By increasing the wind
tunnel velocity, they found a peak in amplitude right after the
onset of a given tone. This was followed by a continuous
decrease in amplitude up to the termination of the tone.
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Fig. 10 Performance of four in-line arrays, t = 0.127 cm, L = 3.81 cm,
S§ = 0.635 cm; shaded symbols indicate audible tone.

These observations indicate that the vortex shedding is
being synchronized by interaction with resonant acoustic
modes. Such modes were first observed and calculated by
Parker [17, 18] for a single plate array or cascade. Related
flow visualization has recently been reported [19]. The
transverse dimensions of the wind tunnel test section or heat
exchanger core are important in establishing the resonant
frequencies while the plate dimensions and flow velocity set
the shedding frequency. When these frequencies are com-
parable, periodic flow and noise emission should occur.
Fundamental research on = this important resonance
phenomenon continues [20] but it remains to be shown how
the resonant modes for in-line and staggered plate arrays
relate to those calculated for a single plate cascade.

Heat Transfer and Pressure Drop. In general the transitions
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Fig. 11 Performance of four in-line arrays, t = 0.127 cm, L = 3.81 cm,

S§ = 1.27 cm; shaded symbols indicate audible tone.

between steady, unsteady, and periodic flows could be
correlated with transitions in heat transfer and pressure drop
for the parallel plate cores but not for the perpendicular plate
core. The transition to paired symmetric flow did not appear
to strongly influence either heat transfer or pressure drop.
The results of test on in-line arrays best illustrate the effect of
the flow regimes on heat transfer and pressure drop. This is
because the streamwise spacing between plates could be
reduced to zero in the in-line geometry creating a core with
continuous uninterrupted passages. The performance of this
core served as a benchmark from which augmentation due to
interruption could be measured. The heat transfer and
pressure drop measured at zero spacing agree well with the
predictions for laminar developing flow in a rectangular duct
of infinite aspect ratio and constant wall temperature as given
by Stephan [13] and Shah [12] up to Re, = 3000. At higher
Reynolds numbers a gradual transition to turbulent flow is
evident. The augmented peformance can be observed to
evolve as the spacing between arrays is increased from zero.
Three stages in this evolution are pictured in Figs. 9-11. At
the smallest spacing, Fig. 9, the performance of the core is
almost identical to that for S = 0 up to Re, = 4000. The solid
lines in these figures represent the laminar duct flow theory
for a channel 15.24 cm long, the total plate length in the flow
direction for these four-array cores. The photo insets confirm
that the flow is steady at Re,;, = 500 and 3000. Above Re; =
4000, j and f jump up in value and an audible tone is heard
indicating transition to periodic unsteady flow. At larger
spacings, Figs. 10 and 11, transitions in j and f take place at
lower values of Re,. Flow visualization indicates that these
transitions represent the effects of changes from steady to
general unsteady flows. Periodic unsteady flow may still
occur at the higher Reynolds numbers and a further change in
the slopes of j and f curves may be observed.

Yang [21] reports three kinds of heat transfer augmentation
in perforated surfaces based on transitions observed in the
variations of j and f with Reynolds number. He identified the
low Reynolds number region as laminar, the medium
Reynolds number region as second laminar or transitional,
and the third region as turbulent. The transitions which he
observed may be related to those identified in this study, but
the flow visualization results clearly indicate that the
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mechanisms responsible for the transitions observed here are
different from those implied by his classification.

Unsteady flow may be the rule rather than the exception at
large values of plate spacing. At the practically important
spacing S = L, transition to unsteady flow occurs at Re,; =
380, for the arrays described in Figs. 9-11. Roadman and
Loehrke [14] found that the boundary between steady and
unsteady flow between two plates scaled with the plate wake
width b and that the flow will be unstable for Re;, = 150 for
large plate spacing. The relationship between Reynolds
number based on plate wake width and Reynolds number
based on hydraulic diameter depends on the core geometry.
For the in-line arrays of thick plates, the two Reynolds
numbers are of the same order and transition from steady to
unsteady flow at large S takes place near the lower end of the
Reynolds number range tested. In this case, the transition
point is not obvious in the j and f curves. Transition in the in-
line arrays of thin plates and in the staggered arrays takes
place at higher values of Reynolds number based on hydraulic
diameter but still at values of Reynolds number based on plate
wake width comparable to those reported in [14]. Data from
those present tests of in-line arrays in which a distinct tran-
sition in j and f could be identified are compared with the
results of [14] in Fig. 12.

Journal of Heat Transfer

A composite plot of j and f as a function of Reynolds
number for a number of plate spacings is shown in Fig. 13 for
a different in-line core. Also shown are theoretical lines for
developing laminar duct flow. The number in parentheses
behind j and f indicates the length in centimeters of the duct.
Thus, the line marked j (15.24) represents the average heat
transfer factor in a duct of height H and length 15.24 cm. This
length corresponds to the sum of the plate lengths in this four-
array core and also to the total core length when S = 0. The
curve marked f (15.24) represents the average friction factor
in developing duct flow over the distance between the two core
taps when S = 0. As mentioned earlier this theoretical limit
describes well the measured core performance when S = 0 up
to the Reynolds number where transition to turbulence is
noted.

Also shown in Fig. 13 are two lines marked / (3.81) and f
(3.81). These are for developing flow in a duct of length equal
to the individual plate length L. They provide an indication of
the expected performance of a similar core with zero thickness
plates and infinite plate separation in steady flow. They are
included for reference only and do not necessarily represent
upper limits for j or fin an actual core. At small S and low
Re,, the partially developed channel flow will be passed from
one array to the next with little change and thus the ex-
perimental data will lie much closer to the lower j and f solid
lines than to the upper ones. This is seen at S = 0.318 cm,
where nearly theoretical laminar flow behavior is observed in
Fig. 13, until transition to unsteady flow occurs, characterized
by an abrupt, large rise in j and f values. On the other hand,
heat transfer from the exposed ends of the plates and
thickness-related pressure drop would tend to yield larger
apparent j and f. Likewise, especially at large S and high Re,,
turbulence induced by flow over the interrupted segments
should augment the laminar heat transfer and friction. This is
seen at the larger streamwise spacings in Fig. 13, where
transition from steady flow occurs at lower Reynolds num-
bers.

The behavior of all of the in-line test cores was qualitatively
similar to that shown in Fig. 13. For spacings of S = 1.27 cm,
the j and f data are seen to congregate along narrow bands.
These narrow bands form upper boundaries for the j and f
data and include the S = L or natural spacing case. The heat
transfer augmentation, defined as the ratio of the heat
transfer rate at a given flow rate in an interrupted channel to
that in a channel with continuous walls of the same material
length, can be inferred directly from the j values in Fig. 13.
This augmentation depends on Reynolds number. For
Reynolds numbers around 1000, this ratio is about 2 for the
data shown in Fig. 13. The augmentation will also depend on
the overall core length. For the relatively short core for which
these data were taken, the laminar flow is in development over
much of the length of the continuous passage. For a longer
core, the baseline j for laminar flow would be lower. The
development length of the unsteady flow in interrupted
passages is much shorter. Pressure profiles measured through
staggered arrays at Reynolds numbers of 1000 and 4000 show
a constant gradient beyond the first array. The experiments of
Sparrow and Hajiloo [22] indicate that the flow development
is very rapid in the unsteady flow regime. Their per-plate heat
transfer coefficients, measured in a staggered plate array,
were the same for the second and all subsequent rows.
Consequently, the augmentation in deeper cores should be
even larger.

For clarity of presentation only, the friction factor based on
the pressure drop between core taps is shown in Fig. 13. The
agreement between the friction factor based core and tunnel
pressure drops which are shown in Figs. 9-11 is typical for the
interrupted-plate cores tested. The friction factors shown in

“Fig. 13 change roughly the same way as the heat transfer

factor in response to changes in Reynolds number and plate
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spacing. As a result, the ratio j/f remains higher for this
technique of augmentation than for many others. The
augmentation noted in Fig. 13 is due, in part, to the mixing
which keeps the hot upstream boundary layers from bathing
downstream plate segments and, in part, to enhance heat
transfer at the plate surface itself caused by turbulence
generated in the space between plates and at the leading edge.
The boundary layer development may also be interrupted by
rotating every other array in the streamwise direction by 90
deg. The performance of such an arrangement is summarized
in Fig. 14. The heat transfer augmentation is comparable to
the maximum shown in Fig. 13 for in-line arrays. The per-
formance of the 90 deg arrays is much less sensitive to
streamwise spacing than that of the in-line arrays. Except for
S = 0, all of the data in Fig. 14 are contained within narrow
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bounds. The transition from steady to unsteady flow between
arrays observed in flow visualization tests is not reflected in
transitions in j or f. No periodic flow regime was observed for
this arrangement. The friction factor plotted in Fig. 14 is
based on the pressure drop between core taps. The flow area
A, used for reducing the data for the 90 deg arrays was based
on the unblocked area between parallel plates.

A limited amount of data were obtained for staggered plate
arrays. The support structure for these arrays limited the
smallest spacing which could be obtained between plates to
S=L. Very little difference in performance was observed
between cores with S = L and S = 1.5L. Measured data from
one core with § = L will be presented here. Because of the
similarity between this geometry and that of the offset-fin
heat exchanger surface, there is considerable opportunity for
comparison, with related data in the literature. In order to
facilitate this comparison a slight change in the definitions
used to reduce the data will be made for those data presented
in the last two figures of this paper. Specifically, A will be
taken to be the entire surface area of the core including the
area of the leading and trailing edges of the plates. With this
change the definitions given in the Nomenclature for
staggered plates with S = L are in agreement with thosc
employed by Webb and Joshi [6].

The data for one core with staggered arrays are shown in
Fig. 15. Also shown are lines representing data from other
sources or correlations for offset-fin cores. The data of
Sparrow and Hajiloo [22] are for a core of parallel plates with
nearly the same thickness ratio, £/ = 0.042, and aspect ratio
W/H as the core tested here but with a length ratio, L/H =
1.0, compared with L/H = 4.6 for the present core. The
comparison shows an increase in j and f, as expected, with a
decrease in L/H. The data of Mochizuki and Yagi [23] for
strip fins of nearly the same length ratio, L/H = 5.0, but
smaller thickness ratio, /L = 0.02, and smaller aspect ratio
show closer agreement with the present results. The measured
friction factors are within about 20 percent of the valucs
predicted for this core using the correlation of Webb and
Joshi [6). The two-part correlations of Wieting [8] agree well
with the measurements in some regions and very poorly in
others.

Some insight into the behavior of the staggered arrays can
be obtained by comparing the performance with that of a
similar core of in-line arrays. Two such cores with equal
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numbers of plates are compared in Fig. 16. These cores also
have the same frontal area and total length. (In reducing the
data, for this comparison only, the in-line core length L* was
taken to be the number of arrays times (L + °S).) The
dimensions of the plates are ¢t = 0.222 ¢cm and L = 5.08 cm.
The hydraulic diameters of the two cores and the minimum
free-flow areas are the same, so the mass flow raté through
each core is identical at the same Reynolds number and the
pressure drops and heat transfer rates are identical at equal
values of f and j, respectively. The lines connecting the data
points in Fig. 16 are sketched to aid in illustrating trends.

The trends indicate that the flow in the staggered arrays is
undergoing a transition from steady to unsteady over a broad
Reynolds number range. Over this same range the flow
between in-line plates at S = L is unsteady. Flow visualization
confirms that the transition from steady to unsteady in the
staggered array takes place at around a Reynolds number of
1000. In this sense the flow in staggered arrays seems to be
more stable than that in in-line arrays. Throughout the range
of Reynolds number shown in Fig. 16 the ratio j/f is higher
for the staggered arrays than for the in-line arrays.

The relative behavior is qualitatively consistent with the
picture one obtains by viewing the staggered core as a con-
figuration obtained by moving every other plate in the in-line
core downstream one plate length. Instead of high velocity
jets expanding into relatively large void regions between
widely spaced arrays of in-line plates one has a more uniform
velocity distribution throughout the staggered core with
relatively moderate, localized acceleration and deceleration as
the fluid passes from one array to the next. Thus, the smooth
flow through the staggered arrays at low Reynolds numbers,
as seen for example in Fig. 6 at Re = 500, is substituted for
turbulent flow through the in-line arrays which, for example,
is evident in Fig. 4 at large S even at Re = 500.

Conclusions

Three regimes are identified in the flow through arrays of
parallel plates. Steady, general unsteady, and periodic un-
steady flow are observed in cores composed of in-line and
staggered parallel plates. No periodic regime is detected in the
flow in cores composed of 90 deg arrays of parallel plates.

An enhancement of over 100 percent in the average heat
transfer coefficient in a parallel-plate core may be realized by
interrupting the surface. In interrupted surfaces modeled by
arrays of in-line and staggered parallel plates this en-
hancement occurs, in a large part, because the flow becomes
unsteady in the wake of plate segments. The wake un-
steadiness promotes mixing of the separated boundary layers
and, at least for staggered arrays, disrupts the boundary
layers growing on the subsequent downstream plates. These
mechanisms do not seem important for the enhancement
noted in 90 deg arrays.

The transition from steady to unsteady flow occurs at a
critical value of Reynolds number. This critical value
decreases with increasing streamwise spacing between plates
and with increasing plate thickness. The transition is better
correlated by a Reynolds number based on plate wake width
than by a Reynolds number based on passage hydraulic
diameter. The transition boundary indicated by sudden
changes in j and f with changes in Reynolds number for in-line
arrays closely follows that measured for the flow between two
separated plates. The transition in staggered arrays appears to
take place at a slightly higher Reynolds number than in in-line
arrays. ‘

A strong acoustic emission is noted in the periodic flow

Journal of Heat Transfer

regime. The flow character observed under conditions of
acoustic emission indicates that this emission is associated
with a resonance which depends on the transverse dimensions
of the entire core. The modes observed by flow visualization
are similar to those described by Parker [17] for flow through
a cascade of parallel plates.
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for a single cylinder, for cylinders in tandem, and cylinders located in the entrance
of a tube bank. Results are compared to those of other studies with uniform wall
heat flux. For the single cylinder, these are found to depend upon blockage, aspect

ratio, and free-stream turbulence. For both inline and staggered tube arrangements,
the heat transfer coefficient distribution depends on row location but appears to be
nearly established by the third row.

Introductioa

An experimental technique has been developed for ob-
taining heat transfer measurements from a surface to a fluid
for the wall condition of uniform heat flux [1]. The method
employs a thin gold-coated plastic sheet mounted on a rigid,
low thermal conductivity surface of a desired shape. One
particular application has been the measurement of local heat
transfer coefficients from circular cylinders in external flow
situations. Baughn et al. [1] have shown that accurate
uniform wall heat flux measurements can be obtained with
minimal internal conduction effects.

In this paper, we report results of a study using the in-
strumented cylinder described in [1] for three different
geometric arrangements: a single cylinder, cylinders in tan-
dem, and cylinders in the entrance region of tube banks. The
study was limited to a single set of pitch ratios for each
arrangement and to two subcritical Reynolds numbers.

Our objectives are (1) to establish a reliable set of data with
a well-established boundary condition of a uniform heat flux
surface, and (2) to compare results with previous studies.

The importance of specifying the thermal boundary con-
dition has been stressed by Zukauskas [2] and Papell [3]. Most
studies either have presented data without specifying the
boundary condition or have failed to differentiate clearly
between them when comparing results. The constant wall
temperature and the uniform wall heat flux have been the
most commonly studied cases, although perhaps not the most
practical. For the single cylinder, the studies of Achenbach [4]
and Kraabel et al. [5] have shown that reliable measurements
can be obtained for a constant wall temperature.

A uniform heat flux surface cylinder appears deceptively
simple to construct, yet results for the single cylinder show
much divergence, especially over the rear portion of the
cylinder [6, 8-10]. A key problem is that internal conduction
can occur due to the surface temperature variation. The
particular methods employed to handle this problem may
account, in part, for the different results obtained. Since all
but one of the cylinders listed in the above studies were used in
subsequent tests in either the tandem or tube bank
arrangements, with which we compare our results, it is im-
portant to examine the heat transfer characteristics of each
cylinder design first.

! Authors are listed in alphabetical order.
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Most studies present and discuss local and mean heat
transfer coefficient data. While the mean value has a physical
significance for constant wall temperature, it lacks one for
uniform wall heat flux. Therefore, it is not useful and is not
part of our discussion.

Single Cylinder. Interpretation of the heat transfer
coefficient distribution requires a knowledge of the flow,
particularly in the separated region. A recent laser
anemometry study [11] has examined this flow and presents
data of the time-averaged flow properties. In the subcritical
Reynolds number range three distinct regions are shown to
exist: (1) a laminar boundary layer development up to
separation — which is between 80 and 85 deg — depending upon
the Reynolds number; (2) a free shear layer which can be
either laminar or turbulent depending on the Reynolds
number and which flaps near the vortex shedding frequency;
and (3) an area of complete turbulence — called the formation
region — which persists until a periodic wake forms down-
stream. This last region consists of two parts: the separated
turbulent shear layer and a recirculation bubble. The recir-
culation bubble length is indicative of the strength of mixing
in this region; the shorter the length the stronger the process.
The formation length is important in all multiple-tube
geometries as it determines whether the turbulent separated
shear layer impinges directly on downstream tubes or forms a
periodic wake first.

The variation in the heat transfer coefficient distribution
can be explained in terms of these regions. In the laminar
boundary layer, theory and experiment agree. Since in this
region the Nusselt number is proportional to vRe, it is com-
mon to define a Frdssling number Fg as Nu/vRe. The Fross-
ling number is a normalized Nusselt number. Both constant
wall temperature and uniform heat flux boundary conditions
yield a Frossling number at stagnation (f = 0 deg) of 0.95 for
air, but the latter boundary condition gives higher values in
the rest of the region. After separation, the results depend on
the Reynolds number. At high values of the Reynolds number
the transition to turbulence takes place at separation and the
turbulent shear layer flaps; this yields strong mixing with an
associated increase in the heat transfer coefficient, a process
which increases with the Strouhal frequency. In contrast, at
[ow values a laminar free shear layer exists for a short
distance. Mixing is still present but its strength is much
reduced which accounts for a less rapid increase or even a
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constant heat transfer coefficient before transition to tur-
pulence. Over the rear portion of the cylinder surface, the heat
transfer coefficient is directly related to the strength of the
mixing process described above. As the Reynolds number
increases, the bubble size decreases and a more vigorous heat
transfer process takes place.

An important feature of this flow is the free-stream tur-
pulence and its effect on the heat transfer coefficient. Its
largest influence appears to be in the laminar region [9, 10, 12,
13]. However, these studies are inconclusive as to its effects in
the separated region, if at all, Studies [12, 13] show that its
effect on the heat transfer coefficient in the laminar region
depends upon the turbulent intensity and the integral length
scale; correlations for the increase of the heat transfer
coefficient are presented in terms of these two parameters.
They show that values as low as 0.7 percent turbulence will
cause an increase in the heat transfer coefficient. This feature
will be important when comparisons are made for single
cylinders. The real importance, however, will be when the
separated shear layer from an upstream cylinder impinges on
a cylinder where it has dramatic effects on the laminar region.
The correlations presented in [12, 13] will be used to estimate
the increase in the heat transfer coefficient for this latter case
and will be shown to agree with measured values. Sikmanovié
et al. [9] demonstrated that if sufficient free-stream tur-
bulence is present, the heat transfer coefficient distribution
shows two minimums which are attributed to a laminar
separation, a turbulent reattachment, and a final turbulent
separation.

Tandem Cylinders. For the heat transfer process, the
critical spacing of cylinders seems to be the length of the
formation region. For closer spacings, the upstream free shear
layer impinges on the cylinder and a closed recirculation
region forms between the cylinders [6, 8, 14-16]. The
longitudinal pitch ratio of 2 used in this study falls marginally
within this condition.

The impingement angle depends on the angle at which the
shear layer separates from the upstream cylinder. For a pitch
ratio of 2, separation from the first cylinder is around 85 deg;
reattachment and separation for the second cylinder are 60
and 115 deg, respectively; and reattachment and separation
for the third cylinder are 28 and 115 deg, respectively. Eastop
and Turner [15] show a slight dependency of these values on
Reynolds number and a pattern which repeats itself after the
third cylinder. The angle of reattachment corresponds to the
point of maximum pressure. The data from several studies
show conflicting evidence on the location of Fg,,, for
cylinder 2; one study [8] shows it to coincide with 6, while

other studies indicated 6, to be on either side of it [6, 7). For
cylinder 3, 9, is considerably forward of Fg,, [8].

A laminar boundary layer develops downstream from
Fg ..« on the second and on the third cylinders [7, 8]; the heat
transfer coefficient is enhanced due to the turbulence in the
impinging free shear layer. A difference of opinion exists as to
what happens at the end of the laminar boundary layer. One
suggestion is that separation occurs with a turbulent reat-
tachment and then a second separation [8], while another
suggestion is that the boundary layer makes a transition to
turbulence before separation [6, 7].

Upstream of Fg,,, in the recirculation region between
cylinders, the heat transfer coefficients are similar to the
distribution for a single cylinder from the rear stagnation
point forward. It is doubtful that a laminar boundary layer
exists forward of 4, as is reported by one study [7], that is the
Frossling number is dependent on the Reynolds number [15].

Tube Banks. Heat transfer within tube banks depends
upon four parameters: (1) the tube arrangement (inline or
staggered), pitch ratios, and location of the row; (2) the
Reynolds number; (3) thermal boundary conditions; and (4)
surface roughness. Several studies have examined these
parameters [2, 8, 14, 17, 18]. Our study is concerned with
smooth tubes only. For both staggered and inline
arrangements, the first row acts much like a single tube but
with mild blockage, that is acceleration delays the separation;
therefore, the point of minimum heat transfer moves rear-
ward.

In staggered tube arrangements, the Frossling number
distribution over the second row surprisingly shows no effect
of turbulence in the boundary layer region. The combination
of blockage and turbulence causes the laminar separation
point to move rearward apparently with no reattachment after
separation.

The strong turbulence generated within the separated shear
layers in the first two rows becomes established by the third
row with the result that the flow pattern and heat transfer
coefficient distribution change little in subsequent rows [18,
19]. Although a laminar boundary layer develops from the
stagnation point (§ = 0), it is influenced by the high tur-
bulence and, in fact, becomes turbulent itself before
separation [18]. The transition may be discerned in the
Fréssling number distribution by the appearance of two local
minimums corresponding to the transition and turbulent
separation. The transition moves forward with an increase in
Re..

For inline tube bank arrangements, the flow field and heat
transfer coefficient patterns are similar to those of tandem

Nomenclature
D = tube outside diameter, m Nu = Nusselt number = AD/k T, = measured free-stream - air
D/H = blockage q” = heat flux, W/m? temperature, °C
F = calibration factor R, = tuberesistance at T T, = wall temperature, °C
Fg = Frossling number = Re = Reynolds number = ATy, = T,,—T), °C
Nu/ VRe U,D/v U, = free-stream air velocity,
Fg, = Frossling number = Re, = Reynolds number = m/s
Nu/vVRe, ) U.D/v U, = maximum velocity in tube
Fgnex = maximum Frossling Sp = longitudinal tube spacing, banks at minimum free
number m flow area, m/s
H = height of test section, m S, /D = longitudinal pitch ratio V = voltage, volts
h = heat transfer coefficient, Sy = transverse tube spacing, m 8 = temperature coefficient of
W/m?2°C Sy/D = transverse pitch ratio gold resistance, (°C) !
k = thermal  conductivity, T = temperature, °C ¢ = circumferential angle, rad
W/m°C T, = reference temperature, °C 6, = angle of reattachment, rad
L = length of tube, m T,, = adiabatic wall temperature, v = fluid kinematic viscosity,
L/D = aspectratio °C m?2/s
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Fig.2 Tube arrangements: H represents the heated tube

cylinders with a modification due to blockage. The blockage
alters the angle of reattachment and the location of the
laminar boundary layer separation, and possibly causes a
turbulent reattachment and a second separation. As in the
case of staggered tubes, the third or fourth row represents an
established pattern for succeeding rows [8]. For a pitch ratio
less than 2, the vortex shedding is suppressed [20]. Lack of
shedding should result in a decrease in the heat transfer
coefficient.

Experimental Procedures

A diagram of the instrumented cylinder is reproduced in
Fig. 1. Its details of construction, calibration, and
measurement reproducibility are given in [1], where also
effects of internal conduction are shown to be negligible. As
shown in [1] the heat flux is given by

V’F
q" = 0y
Ry[1+B(T—Tr)]xDL
Once the heat flux is determined, the Frossling number can be
calculated from

Fg— a’D @
k(T,—T,—AT,,)Re

where AT,, = T,, T, is a small correction for the

adiabatic wall temperature [5] and is a function of the

Reynolds number and the circumferential location. This

correction was determined in a separate series of runs where

the tube wall was not heated; it did not exceed a value of 0.15
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Fig. 3 Frossling number distribution for single cylinder with uniform
heat flux

K at any position on the cylinder surface. The heat flux was
adjusted to maintaina 7, — T,,, of approximately 5 to 15K
so that fluid thermal properties could be taken as constant.

The estimated uncertainties with odds of 20:1, using
standard techniques, are as follows [1, 21]: 2 percent for the
Nusselt number, 1 percent for the Reynolds number, and 2 to
3 percent for the Frossling number.

All tests were run in a 0.6 m x 1.0 m test section of an
open-jet wind tunnel, The free-stream velocity distribution
upstream was uniform within 1 percent. The free-stream
turbulence was 0.3 percent at a single cylinder Reynolds
number of 100,000. For all tests, the aspect ratio was 20; for
the single and tandem cylinder tests blockage was 0.083. All
dummy (i.e., noninstrumented) tubes were aluminum, 50.8
mm in diameter. Only the test cylinder was heated, as was the
case for other studies compared in this paper. Aiba and
Yamazaki [6] found that heating all cylinders had little effect
on their results. A complete description of the experimental
procedures can be found in Elderkin [21].

Results and Discussion

Figure 2 shows a diagram of the tube arrangements studied
in our experimental program. All tests were performed with
pitch ratios of 2, that is a tube spacing of two diameters.
Arrangements were selected so that test rows contained five
tubes with a single row behind. In tube bank tests, the
clearance between the tube set and the tunnel wall was 1.5
diameters while the clearance between tubes was 1.0
diameters. This may result in some bypass effect.

All results are presented in terms of the local Fréssling
number. For the single cylinder, tandem cylinders, and the
first row of tube banks, this number is defined based on the
free-stream velocity. For the interior rows of tube banks, it is
defined in terms of the velocity determined by the minimum
flow area for a five-tube row, that is U, = 1.71 U,,. By using
these two definitions we were able to make comparisons in the
laminar boundary layer region. For clarity we have connected
the experimental points but in doing so we do not imply that
this characterizes distribution between the points.

Single Cylinder. Our results are shown in Fig. 3. The
dashed line represents the analytical solution for uniform heat
flux at a Reynolds number of 19,000; the agreement with
experimental results is excellent up to 80 deg. We attribute the
slightly higher results near stagnation at the lower Reynolds
number to a small increase in tunnel turbulence for the lower
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Fig.4 Fréssling number distribution for tandem cylinders

flow rate, a characteristic of many tunnels. At the higher
Reynolds number, we rotated the cylinder so as to achieve
repeated measurements at each angle. The vertical bars in-
dicate the range of values obtained. Since the uncertainty in
Fg is within 2-3 percent, the spread represents a lack of
reproducibility at some locations around the cylinder.

The angle at which minimum heat transfer occurs moves
rearward at the lower Reynolds number; this same depen-
dency was found for the constant wall temperature case [5].
The delay in recovery of the Frdssling number immediately
after minimum heat transfer at the lower Reynolds number,
as discussed above, is attributed to the initial laminar free
shear layer and to the less vigorous mixing in the recirculation
region.

Also in Fig. 3, data from other single cylinder tests for a
uniform wall heat flux surface are shown together with their
corresponding values of the aspect ratio and the blockage.
The agreement among all data, including ours, in the
boundary layer region before separation is good. The higher
results of Aiba and Yamazaki [6] —with a free-stream tur-
bulence of 0.7 percent —are within the range predicted using
the correlations from [12]. .

The studies of Seban [10] and SikmanoviC et al. [9] involved
blockage, low aspect ratio, and internal conduction, all of
which affect the Fréssling number. Apelt and West [22] show
that blockage and low aspect ratio fortify each other to
produce a pressure distribution that would yield Frdssling
number distributions consistent with the results of these two
studies. It is difficult to assess the role of internal conduction
for the data of Sikmanovié et al. [9]. The construction of their
heated test section which averages results over an 11 deg arc
also affects their results.

The divergence of results over the rear 40 deg is puzzling. If
free-stream turbulence accounts for this, then there should be
a significant increase in the Frdssling number in the laminar
boundary layer portion, which there is not. We could not
assess internal conduction effects. The interplay of blockage,
aspect ratio, and conduction needs further study.

Tandem Cylinders. Figure 4 shows the results for tests
T 2-2 and T 2-3 at Reynolds numbers of 27,000 and 36,000,
respectively. The following features can be noted: (1) The
maximum Fréssling number occurs at 62 deg which
corresponds to 8, for a pitch ratio of 2 [7, 8]; (2) a l