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E. Hensel 

R. G. Hills 

New Mexico State University, 
Mechanical Engineering Department, 

LasCruces, NM 88003 

An Initial Value Approach to the 
Inverse Heat Conduction Problem 
The one-dimensional linear inverse problem of heat conduction is considered. An 
initial value technique is developed which solves the inverse problem without need 
for iteration. Simultaneous estimates of the surface temperature and heat flux 
histories are obtained from measurements taken at a subsurface location. Past and 
future measurement times are inherently used in the analysis. The tradeoff that 
exists between resolution and variance of the estimates of the surface conditions is 
discussed quantitatively. A stabilizing matrix is introduced to the analysis, and its 
effect on the resolution and variance of the estimates is quantified. The technique is 
applied to "exact" and "noisy" numerically simulated experimental data. Results 
are presented which indicate the technique is capable of handling both exact and 
noisy data. 

Introduction 

One inverse problem of heat conduction consists of ex­
trapolating temperature and heat flux information from the 
back surface or an interior point of a thermally conducting 
solid to the exposed surface of the body. The problem is 
encountered frequently in instrumentation systems, where it is 
often impossible to directly monitor the desired quantities. 
Typical examples include the estimation of surface heat 
transfer from measurements taken within the skin of a re­
entry vehicle, and predictions of temperature and heat flux 
from calorimeter-type instrumentation. 

An exact solution to the inverse problem has been presented 
by Burggraf [1], along with a number of methods based on 
deconvolution [2-13], and finite element approaches [14-15]. 
Time-marching finite difference analyses of the inverse 
problem have been presented by a number of authors [16-19]. 
D'Souza [20], Weber [21], and the current authors [22] have 
implemented space-marching finite difference approaches. 
Model restructuring [23-26] has gained some attention 
recently, along with the method of regularizers which has 
received a great deal of attention in the Soviet Union [27-29]. 

Due to the diffusive nature of the heat conduction process, 
variations in the surface conditions of a solid will be at­
tenuated at points interior to the solid. Conversely, as an 
inverse analysis procedure extrapolates from the interior 
locations of the solid to the exposed surface, the small ran­
dom errors in the data are magnified. If the noise-to-signal 
ratio is too large it may be impossible to predict the surface 
conditions with the desired accuracy. 

The solution to an inverse problem cannot be uniquely 
determined when the data at the interior location are known 
only at discrete times. An infinite number of surface histories 
can result in the same set of discrete measurements taken at 
the remote sensing location. 

A number of authors have noted these features of the in­
verse problem [22-29], and have presented various smoothing 
techniques for reducing the effect of error growth and 
propagation. Murio [25] has used mullifiers to smooth the 
predictions at the surface, while others have used various 
smoothing functions [23, 24] to decrease the influence of 
errors in the measurement data. Relatively few of the 
techniques used in mechanical engineering give a quantitative 
method for determining what effect their smoothing 
operations have had on the accuracy of the estimates. Such 
techniques are illustrated in the work of Murio [25], Hills and 
Mulholland [23], Hills, Mulholland, and Matthews [24], 

Backus and Gilbert [26], and the current authors [22]. 
Lanczos [30] and Jackson [31] have discussed techniques 
which allow one to selectively discard those eigenvalues and 
eigenvectors of a particular system of equations that tend to 
magnify errors in the data vector. Jackson [31] has developed 
a technique whereby the impact of such a procedure on the 
resolution and variance of the predictions may be obtained. 
The question of uniqueness has been addressed in [22-24, 26]. 

The current discussion shall be limited to a one-dimensional 
planar geometry with constant thermal properties. The 
technique may be applied to problems having temperature-
dependent thermal properties with suitable modification. This 
will be discussed in a future paper. The space-marching finite 
difference analysis developed shall be used to estimate surface 
conditions from data available at a location some distance 
beneath the exposed surface of a planar solid. A quantitative 
discussion of the resolving power and accuracy of the 
technique will be presented. 

Analysis 

Consider the one-dimensional linear inverse heat con­
duction problem illustrated in Fig. 1. The flux and tem­
perature are assumed known as discrete functions of time at 
the location x = 0. It is desired to predict the flux and tem­
perature variation at the location x= 1 as a function of time. 
The nondimensionalized governing equation may be broken 
into two equivalent first-order partial differential equations 

dT __dq 
~dt ~ dx (la) 

Tlo.«]=T0M 

£M°lJ 
' \ -» 

U N K N O W N 
S U R F A C E 
CaNQIT IONE 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
21, 1985. Paper No. 84-HT-48. 

Fig. 1 Statement of known conditions and nodal spacing for an in­
verse problem of heat conduction 
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(1*) 

which must be solved simultaneously with 

dT 

dx 

The known conditions are 

7(0, t) = T0 (t) for discrete t = tj, y'= 1,2, . . . ,M (2a) 

fiT 
— (0,t)=-q0(t) for discrete t = tj (2b) 
dx 

Note that equations (1) and (2) are representative of an 
initial value problem in the spatial direction. Due to the 
location of the known conditions, it is reasonable to approach 
the problem with a space-marching algorithm. This for­
mulation of the problem suggests that it is necessary to know 
two conditions at the measurement location x = 0. Equation 
(la) may be recast in finite difference form for 2 < y ' < M - 1 as 

9 ^ i = 9 / - ^ [ 7 ? + 1 - n - ' ] (3«) 

For j = 1, the temporal derivative will be replaced by a for­
ward difference approximation, and at j=M the temporal 
derivative will be replaced with a backward difference 
representation. Thus, 

Ax 
«//,+ i = ? / - - 2 ^ - [ 7 ? - 7 ? ] , 7=1 Ob) 

Ax 
Qfii=Qf--[Tf-Tff-i], j=M (3c) 

Equations (3) may be substituted into a backward difference 
representation of equation (lb) at / + 1 and solved for Tj+i to 
yield, fory' = 1 

(A^)\^ . (Ax2) 

At 

f o r 2 < y ' < M - l 

(Ax2) 

r)+1 = - A ^ / + (i-^)r.+ 

2At -Pr[ + T{+ 

At 

(Ax2) 

]-n (4a) 

77+1 

fory'=M 

Tfi^-Axqf-
(Ax2) 

At 
n M - l + 1 + 

2At 

(Ax2)\ 

At ') 
TM 

(4b) 

(4c) 

Given the temperature and flux histories at spatial node /', 
equations (3) and (4) can be used to find the temperature and 

flux history at the adjacent spatial node ;' + 1 . Using the 
measured histories at i = 0(x = 0), equations (3) and (4) can be 
used recursively to find the temperature and flux histories at 
the surface node, i—N. 

Beck [17-19] has noted the advantages of using 
measurement da ta times in the future of the surface estimate 
time in the analysis of inverse conduction problems. Many 
s tandard techniques are not well suited for the utilization of 
future time data . As is readily apparent from equations (3) 
and (4), the current approach naturally incorporates future 
times in the analysis. Specifying twenty spatial nodes will 
result in the usage of 19 future and past measurements in the 
surface condition estimates for times far from a temporal 
boundary . This is accomplished without need for iteration. In 
order to examine the accuracy of the estimates of the surface 
conditions x = 1 given by the above procedure, it is convenient 
to represent equations (3) and (4) in matrix form. Define a 
temperature vector 

fi = [T\, . • 

Similarly, a heat flux vector 

Qi = [q\. • • 

Ti 
» 1 i > 

,ii, 

,Tf]T 

,Qf 
Equat ions (3) and (4) may be written in matrix form as 

where 

" Ti+i -

_ <7;+i _ 
= 

'A ! B 

C ! / 

~T,-

(5) 

(6) 

(7) 

A = 

Ax2 

~ "AT 

Ax2 

2At 

Ax2 

~A7 

Ax2 

2At 

Ax2 

2At 

Ax2 

2At 

0 Ar; 

~A7 
1 + 

Ax*_ 

~A~t 

(8) 

B = — Axl, where / is an N x N identity matrix (9) 

N o m e n c l a t u r e 

a„ = digital filter coefficient 
A,B,C = finite-difference coef­

ficient submatrix 
D = finite-difference coef­

ficient matrix 
E = finite-difference matrix 

operator = DN 

F = stabilizing matrix when 
applied to estimates 

/ = identity matrix 
L = half-width of digital filter 

M = total number of 
measurement times 

N = total number of Ax's 
R = resolution matrix 

rk i = element in row k, column / 
ofi? 

S = stabilizing matrix when 
applied to measurements 

q = dimensionless heat flux 
q = dimensionless heat flux 

vector 
T = dimensionless temperature 
T = dimensionless temperature 

vector 
t = dimensionless time 

At — dimensionless time be­
tween temporal nodes 

x ,= dimensionless position 
Ax = dimensionless distance 

between spatial nodes 
7 = dimensionless temperature 

and heat flux vector 
a = Standard deviation 

Subscripts and Superscripts 

/' = spatial node index, sub­
script 

j = temporal node index, 
superscript 

k,l = general counting indexes 
= indicates a vector 

T = transpose of a matrix or 
vector 

< > = indicates a stabilized 
quantity 

= indicates a parameter 
containing random noise 
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c= 

Ax 

~A~i 

Ax 

2A7 

Ax: 

~ ~&1 

0 
Ax 

~ 2A/ 

0 

Ax 

~iKt 

0 

o - — 

Ax 

A/ 

Ax 
iKt 

Ax 

AT 

(10) 

For clarity of presentation, we define the 2 M x 2 M finite 
difference coefficient matrix D and a temperature-heat flux 
vector 7: 

D = 
A\B 

t, ' 

. Qi . 

Using this notation, equation (7) becomes 

7,+ i --Dy, 

(11) 

(12) 

(13) 

All of the elements of D are constant for the current linear 
analysis, but may be spatially and or temperature-dependent 
in the general case. Since the elements of D are constant we 
may apply equation (13) in a recursive manner to obtain an 
explicit relationship between the desired surface conditions 
x = 1 (i=N), and the known conditions at x = 0 (;' = 0). 

yN=DNy0=Ey0 (14),(15) 

where E=DN. Numerical experimentation (not reported here) 
shows that, for the cases examined in our investigation, the 
eigenvalues of the D matrix always include values less than 
and greater than unity. This is also true for the inverse of the 
D matrix. As the dimensionless time between measurements is 
decreased, the ratio of the magnitude of the largest eigenvalue 
to that of the smallest eigenvalue increases. This implies that 
the matrix becomes increasingly ill conditioned as At is 
decreased. This characteristic is to be expected for inverse 
problems, and is reflected in the growth of the variance 
discussed in more detail later. 

Discussion of Variance on Surface Condition Estimates 

We wish to examine the errors in the estimates at spatial 
node N due to the errors in the measurements at i = 0. We 
represent the measurement error information for both 
temperature and heat flux with the vector A70. Assume that 
the errors are additive: 

7o = 7o + A7o (16) 

where the % are the actual instrument readings, which consist 
of the true data y0 and the additive noise (or error) in the 
measurements Aj0. Applying equation (15) to (16) leads to 

7N = E% = £7o + -eA7o (17) 
If we define yN to be the surface condition as determined by 

our model when using perfect data, then 

7N = £7O (18) 
AyN=EAy0 (19) 

A ^ reflects the magnification of the errors A70 due to the 

model E. If we assume the model to be correct, then the A7W 

represents the error in the surface estimates due to the errors 
in the measurements. The error in our predictions A7N can be 
determined if the error in our measurements A% is known. 
Postmultiplying equation (19) by (A^) 7 " we have 

A7N (A7*)T = £A 7 o (£A7 o)T = EAy0 (A7o) TET (20) 

where 

A7o(A7o)7 ' = 

A7J2 A70A70 

A70A70 A7Jj 

A 7 ^ "'A7i A7r ' A ^ 

A7iA7« 

AylAy" 

A70A7? 

A 7 ^A 7 i A7o
wATg ATT 

(21) 

Since the true errors in the data cannot be known, we 
estimate the A70(A70) r matrix with an estimate of the 
measurement covariance matrix, cov[ A70(A70) r). Beck and 
Arnold discuss various methods for estimating the covariance 
matrix in their text on parameter estimation [32, see Chapter 
Six]. Using our estimate for the covariance matrix in equation 
(20) gives us an estimate of the covariance matrix for the 
surface predictions 

cov{A7N(A7 / v) r) =£cov(A7 0 (A7o) r )£ r (22) 

If we assume the errors to be independent, random, have zero 
mean, and have a finite variance, then cov(A70(A70)r) 
becomes a diagonal matrix. Additionally, to conserve space in 
presentation, and with no further apparent justification, we 
consider the special case of o\ = const (all of the 
measurements have the same variance). With these additional 
constraints, equation (22) simplifies to 

cov[A7^(A7N) r) 

4 
=EET (23) 

For analysis of actual experimental data, the more general 
expression (22) may be used for the error analysis. 

Stabilizing Matrix 

The inverse problem will inherently magnify measurement 
errors as we move toward the surface x=\. In the interest of 
reducing the variance of our estimates, we might choose to 
predict an averaged or smeared version of the surface con­
ditions. We may do this by means of a stabilizing matrix, 
denoted either F or S. The rows of the stabilizing matrix may 
be thought of as "time-domain digital averaging filters" 
which act on the input data. F or S has the effect of smoothing 
the estimates of the surface conditions. The matrix F may be 
regarded as somewhat analogous to the continuous smoothing 
functions used by Backus and Gilbert [26] and is the digital 
analog of the smoothing functions used by Murio [25]. The 
stabilizing matrix may be applied to our system in two ways. 

The first method is to apply the stabilizing matrix to the 
noisy input data y0 and then apply the finite difference matrix 
operator E, to obtain an estimate of the surface conditions. 

<yN>=ES% (24) 

A second technique is to first obtain the surface estimates and 
then apply the stabilizing matrix. We use the notation F to 
denote the stabilizing matrix when used in this manner. 

<yN>=FyN = FEy0 (25) 

In both cases the variance of the predictions will be reduced 
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at the expense of a degradation in our ability to resolve small 
temporal scale fluctuations in the surface conditions. The 
estimates of the surface conditions will actually be a time-
averaged "blur" (indicated by triangular brackets) of the 
unstabilized estimates. We define the partitioned stabilizing 
matrix to be composed of two banded submatrices as shown 
by equation (26) 

S = 
Si,i 

0 

0 
or F= 

0 

0 2,2. 

(26) 

The rows of S (or F) contain the coefficients of a time domain 
digital filter which operates on the temperature-flux vector y. 
The elements of the upper left submatrix act to smooth the 
temperature history, while the lower right submatrix operates 
on the flux history. For the current work, the upper and lower 
submatrices are assumed equal for ease of physical in­
terpretation. The values of the coefficients may be obtained 
from a discretized version of a Gaussian distribution or a 
standard digital filter, such as the Hanning filter. For the 
current work we employ a Hanning filter, with the coef­
ficients given by 

«„=0.5 + 0.5cos — 
( " ) 

(27) 

where n varies from 0 to L. Other work [22] illustrates results 
obtained with different digital filter coefficients and half-
widths. The a„ indicated in equation (27) are normalized by 
the summation 

£a = a0+ Yj2an (28) 

The filters applied to the temperature and flux 
measurements need not be the same width, nor even of the 
same type. 

Near the beginning and end of the time period, the filter 
coefficients must be modified in order to avoid referencing a 
time node which does not exist. Here the filter coefficients 
which extend past a temporal boundary are simply added to 
the boundary node for that row. In this way, we ensure that 
the sum of the coefficients for a particular row is unity. The 
upper left and lower right submatrices are of the form 

relative to the error during the rest of the time period, due to 
the bias introduced by the nonsymmetric filter coefficients. 

Effect of Smoothing on Resolution and Variance 

The introduction of a stabilizing matrix will reduce the 
variance of our estimates, while simultaneously degrading our 
ability to resolve small temporal scale fluctuations. We 
quantify these effects below. 

For the case when the stabilizing matrix is first applied to 
the input data and then operated on by the finite difference 
matrix operator E, the ratio of the variance of the surface 
estimates to that of the measurements is, by replacing E with 
ES in equation (23) 

cov[A7W(A7N) r ' 

Similarly, for the 
variance is 

= ES(ES)T=ESSTET (30) 

formulation given by equation (25), the 

C O V ( A 7 A , ( A 7 N ) 7 ' ) 

ol 
=FE(FE)T=FEETFT (31) 

We now turn our attention to an analysis of how the 
stabilizing matrix degrades the resolution of the surface 
estimates. The resolving power of a numerical technique may 
be interpreted as a measure of its ability to "see" small 
temporal scale variations. A numerical technique which 
provides high resolution is readily able to differentiate small 
temporal scale fluctuations. Due to the nature of the inverse 
problem, an improvement in the resolving power of the 
analysis will lead to a corresponding increase in the variance 
of the surface estimates. The resolution matrix as defined here 
relates the stabilized version of the surface estimates < yN > 
to the estimates that would be obtained with no stabilization 
7 N as 

< 7 „ > = # 7 W (32) 

Substituting equation (32) into equation (24) gives 

RjN=ES% 

Substituting equation (15) into equation (33) yields 

(33) 

Si,i. S2y2 -

( o r F , , , , ^ ) 

X) "„ a\ 
n-0 

L 

a2 

2 an o0 «i a2 . . . aL 
«=i • 

a0 
• 

aL 

aL • 

aL • 

• « i 

• «2 

L 

n = \ 

L 

«1 Tl an 

(29) 

This technique gives a heavier relative weighting to the 
temporal boundary nodes than to the measurements im­
mediately surrounding it. If the conditions prior to and 
following the period for which the analysis is performed are at 
steady state, this causes no difficulty. For many experimental 
conditions, the initial time condition is at steady state. If data 
are not taken until the system returns to steady state following 
the transient under examination, we expect the error in our 
estimates to be larger throughout the last L time nodes, 

Therefore, 

RE%=ES% 

RE=ES 

(34) 

(35) 

If we postmultiply equation (35) by E~l, we arrive at an 
expression for the resolution matrix when the stabilizing 
matrix is applied directly to the input data 

R=REE~l=ESE-l=DNSD-lN (36a) 
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Fig. 2 Imposed surface flux 

For the case of applying the stabilizing matrix F at the end of 
the computations, the resolution matrix may be found by 
comparing equation (25) with equation (32), which implies 
that 

R = F (36a) 

This makes sense physically; the "filter" or "smoothing 
matrix" has operated directly on the surface estimates, and is 
thus a measure of the resolution of the surface predictions. 
From equation (32) we see that the k\h row of the resolution 
matrix R gives precisely the blurring or averaging of the kth 
unstabilized surface estimate yNk due to the use of the 
stabilizing matrix S (or F) 

<yNk> = Yirk,nh (37) 

Equation (37) (as well as equation (32)) shows that the 
coefficients in the resolution matrix fully describe the blurring 
or averaging effects due to our stabilizing matrix. The 
resolution matrix is deterministic and independent of the 
measurements and their errors for the linear problem. See 
Jackson [31] for a more detailed discussion of the resolution 
matrix. 

Sample Test Cases 

To test the inverse method we choose a square wave for the 
surface flux history q-{(t) and solve a forward problem to 
simulate the back surface measurements (temperature and 
flux). For our test cases, we assume the surface at x = 0 to be 
insulated. Other test cases have been examined elsewhere [22]. 
Using the "data" generated in this manner, we attempt to 
reconstruct the surface flux <?, (t) using the inverse technique. 
By adding random noise to the analytically generated 
measurements, we can simulate "real" experimental data. 
The response of our system to a step function in flux at the 
surface at time zero is governed by 

subject to the conditions on v (x, t) of 

v(x, 0) = 0 

dv 

dx 
( 1 , 0 = - ? i ( 0 = 1 

3u 

dx 
(0,0 = 0 

(39a) 

(396) 

(39c) 

The exact solution to equations (38) and (39) is given in 
Carslaw and Jaeger [33, p. 112] as 

3 X 2 - -2E(-D«^g^- X "' (40) v(x, t) = t+-

dx2 

dv 
(38) 

The eigenvalues are given by 

X„=/JTT (41) 

To simulate the square wave surface flux shown in Fig. 2, we 
use superposition to obtain 

T(x, t) = v(x, 0; 0<?<0 .5 , 0 < x < l (42a) 

T(x, t) = v(x, t)-2v(x, t-0.5); 0 .5</<1.0 , 0 < x < l (426) 

T(x, t) = v(x, t)-2v(x, t-0.5) + 

2v(x,t-1.0); 1.0</<1.5, 0 < x < l (42c) 

T(x, t) = v(x, t)-2v(x, t-0.5) + 2v(x, t-1.0)-

2v(x, t-1.5); 1.5</<2.0, 0 < x < l (42d) 

Results 

In this section, the estimates of the surface conditions 
(x= 1) obtained from simulated measurement data generated 
by equations (40) through (42) for x = 0 are compared with the 
true surface conditions for each of the test cases. The space-
marching algorithm is first applied to "exact" measurement 
data, and subsequently to measurement data containing 
random noise. 

For the results presented here, we used 7V=32, Â  = 0.01, 
and Ax = 0.0313. If we are only interested in estimating the 
surface conditions, and not the variances of these estimates or 
the resolution of the analysis, then we can use equations (3) 
and (4) directly to march toward the surface. If desired, the 
stabilizing matrix may be applied to the measurement vector 
before we begin marching, or directly to the surface estimates 
after we finish marching. If we are interested in a resolution 
and variance analysis, then we must compute DN. By taking N 
as a power of 2, we are able to reduce computational 
requirements by squaring D to get D1, squaring the result to 
get D4, and so on, until we reach Di2. In this manner, only 
five matrix multiplications were needed to arrive at the matrix 
operator E. We can further reduce computational 
requirements by exploiting the banded substructure of D and 
using banded matrix multiplication algorithms. 

We begin with an examination of the covariance matrix, 
equation (23). Shown in Fig. 3 are the ratios of the surface 
flux variances to the measurement variances for the sample 
problem considered here. These ratios are taken from the 
main diagonal elements of the surface estimate covariance 
matrix, which is independent of the actual values for the 
measurements for the linear problem. For the nodal spacing 
used here, the variance of the surface heat flux estimates was 
typically 100 times greater than the variance of the surface 
temperature estimates. In the interest of brevity we present 
only the variances for the surface heat flux. The ratio of 
variance in surface estimates to variance in measurements is 
constant throughout the center of the time period, and varies 
rapidly near a temporal boundary. From the magnitude of the 
variance terms, it is apparent that even a very small error in 
the measurements can lead to large errors in the surface 
estimates. The standard deviation of the surface estimates is 
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roughly 3200 times the standard deviation of errors in the 
measurement data. This error magnification is primarily due 
to the small dimensionless temporal noding that we have used 
in the sample problems. Using a larger At would reduce the 
magnitude of the variance terms, but would inhibit our ability 
to resolve small time scale surface events. The large variance 
terms for the current noding indicate that it will be impossible 
to establish meaningful results from data containing even a 

I .50 

-0.50 
8.00 0.50 1.00 I .50 

TIME 
Fig. 5 Comparison between surface estimates and true conditions 
when using exact data, At = 0.01, M = 150, Ax = 0.0313, N = 32 

small amount of random noise unless we smooth the data in 
some manner. 

As we attempt to resolve finer temporal detail the errors are 
increasingly magnified, as graphically illustrated in Fig. 4. 
This plot shows the relation between the variance of surface 
estimates and the dimensionless time between measurements 
At. This illustrates what many investigators have observed; we 
can expect stability problems for small At. If we desire a very 
low variance in the surface estimates, we must be satisfied 
with larger time steps. Another way to stabilize the problem is 
by applying stabilizing matrices to the vector 7. In this 
manner, we degrade the resolution in a specified fashion while 
still making use of all of the available measurement in­
formation. 

Figure 5 shows the estimates given by equation (15) for the 
square wave surface flux along with the true surface con­
ditions and the "exact" temperature measurements used at 
the insulated boundary x=0. The flux estimates compare very 
well with the true surface conditions. The temperature 
estimates are better than the flux estimates, as suggested by 
the results of Fig. 4. The analysis fails to reliably estimate the 
true surface conditions where extremely rapid variations are 
occurring in heat flux, and near the end of the time period. 
We can not hope to resolve those fluctuations in the surface 
conditions which are near or above the digitizing frequency of 
the data acquisition system. The primary reason for the 
relatively poor estimates near the end of the time period is that 
we can no longer use the future time information shown to be 
valuable by many authors. One should thus continue to 
digitize data well after the time of interest in a testing en­
vironment. If the system is very near steady state at the end of 
the time period the inability to use "future time" information 
is not a limiting factor. 

Figure 6 shows the effect of stabilizing matrices on the 
estimates. Once again, the measurement data used for this 
figure are "exact," and the noding is identical to above. We 
see from the results shown in Fig. 6 that the use of a 
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Fig. 6 Comparison between true surface conditions and estimates 
obtained with pre- and poststabilizing, using exact data, Hanning 
L = 10, At = 0.01, M = 150, AX = 0.0313, N = 32 

stabilizing matrix (half-width L=10) does indeed blur the 
estimates obtained. Since the data used are exact, our 
estimates with the stabilizing matrix appear worse than those 
without stabilization. Statistically, this implies that the use of 
the stabilizing matrix has introduced a bias into our estimates. 
The reason for applying stabilizers to "exact measurements" 
is twofold. First, we see the general effect of stabilizers on the 
estimates obtained by the analysis. Second, we are able to 
compare the relative attributes of formulations (24) and (25). 

As discussed earlier, the manner in which the end points (in 
time) of the stabilizing matrix is handled introduces an ad­
ditional bias into our estimates near these points, due to the 
asymmetry of the digital filter coefficients. If we apply the 
stabilizing matrix at the end of the computations, formulation 
(25), this bias does not appear to affect the estimates a great 
deal. If we apply the stabilizing matrix at the beginning of the 
analysis, formulation (24), the bias introduced by the digital 
filters is magnified by the analysis and results in estimates 
which rapidly fall away from the true conditions near the ends 
of the time period. Taken alone, this observation suggests that 
the poststabilizing approach (equation (25)) is preferable. 

Figure 7 shows the estimates of the surface conditions 
obtained when we use "noisy" measurement data at x = 0, 
and a Hanning stabilizer with a half-width of 10. The noise 
added to the exact data has a normal distribution with 
3 ff0=0.01. When the unstabilized finite difference analysis 
equation (15) is used with the noisy data as input, the results 
are unintelligible. This is to be expected from the discussion 
presented with regard to Fig. 4. The estimates shown here 
once again compare the relative performance of formulations 
(24) and (25). In this case, the prestabilizing formulation (24) 
appears to perform better than the poststabilizing approach 
(25). This apparently conflicts with the observations made in 
the previous paragraph, when the measurement data were 
exact. 

Occasionally, a problem may be encountered with for­
mulation (25). If the data are too noisy, then we niay en-
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counter computer overflow difficulties before getting a 
chance to apply the stabilizing matrix. 

The prestabilizing formulation is used to obtain the 
estimates shown in Fig. 8. Here we see the influence of two 
filter half-widths on the estimates. Since the noding used is the 
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same for all of the sample results, these estimates may be 
compared against those of previous figures. Looking at the 
prestabilizing estimates of Figs. 7 and 8, we can see the in­
creased smoothing caused as the strength of the filter is in­
creased from L = 5 to L = 15. 

Figure 9 graphically illustrates the effect that prefilter 
stabilizing matrices have on the resolving power of the 

Fig. 9(c) Resolution and flux variance for Hanning L = 15 

analysis. This figure represents a single row of the resolution 
matrix (see equation (36a)) for the various half-widths of 
Hanning filters. Also indicated on each plot is the variance of 
the surface flux estimate for the time tj about which the 
particular filter is centered. The height of the vertical lines in 
Fig. 9 indicates the relative weights that are assigned to each 
data point surrounding the center time node. The estimate of 
the surface conditions for time node j is actually a weighted 
average of the unstabilized estimates ±L time nodes around 
node j . For a relatively narrow filter (such as L = 5) the 
weighting will be strongly dependent on the current time node. 
This type of filter degrades the resolution of the estimates less 
than a wide filter (such as L=15). Accordingly, a narrow 
filter does less to reduce the variance than does a wide filter. 
For data which contain a relatively low level of noise, a 
narrow filter will suffice. 

The numerical results presented in Figs. 6 and 7 indicate 
that the results provided by the pre- and poststabilizing 
formulations are identical throughout the center portion of 
the time period, and vary rapidly from one another near the 
temporal boundaries. Other results, not shown in this paper, 
indicate that the resolution and variance estimates show the 
same characteristics. Figure 9 illustrates the tradeoff between 
resolution and variance due to the use of the stabilizing 
matrix, as opposed to Fig. 4, which indicates the dependence 
of variance on the time between measurements. 

Conclusions 

A numerical technique has been presented which is capable 
of treating a class of linear inverse heat conduction problems 
with data containing random noise. The current approach 
utilizes future time data while requiring no iteration. 

A quantitative as well as qualitative discussion has been 
presented regarding the tradeoff that must exist between the 
resolution and variance of estimates made by inverse 
techniques. A stabilizing matrix has been used to accomplish 
the necessary tradeoff. While similar surface estimate 
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variances may be obtained by ignoring part of the data, the 
stabilizing matrix approach has the advantage of allowing us 
to use all of the available measurement data. 

In an application environment, where we will not know the 
characteristics of the noise entirely, a median between the 
extremes of pre- and poststabilizing may provide the best 
results. A way to accomplish this would be through recursive 
application of a small width filter at each spatial step. 

The technique presented may easily be extended to handle 
nonlinear inverse problems, with temperature-dependent 
thermal properties. In the nonlinear case, the finite-difference 
coefficient matrix D must be updated at each spatial node. 
The analysis of resolution and variance may be extended to 
incorporate this feature. A future paper (in preparation) will 
extend the analysis to nonlinear problems wherein we have 
more than one measurement location. A computationally 
efficient analysis of this problem requires an adjoint for­
mulation, which would drastically increase the length of the 
present paper. To conserve space, we did not include the 
analysis here. The future work will also consider other 
geometries in addition to the planar one illustrated here. 
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ultinode Unsteady Surface 
Element Method With Application 
to Contact Conductance Problem 
The unsteady surface element method is a powerful numerical technique for solution 
of linear transient two- and three-dimensional heat transfer problems. Its develop­
ment originated with the need of solving certain transient problems for which similar 
or dissimilar bodies are attached one to the other over apart of their surface bound­
aries. In this paper a multinode unsteady surface element (MUSE) method for two 
arbitrary geometries contacting over part of their surface boundaries is developed 
and formulated. The method starts with Duhamel's integral (for arbitrary time and 
space variable boundary conditions) which is then approximated numerically in a 
piecewise manner over time and the boundaries of interest. To demonstrate the 
capability of the method, it is applied to the problem of two semi-infinite bodies in­
itially at two different temperatures suddenly brought into perfect contact over a 
small circular region. The results show excellent agreement between the MUSE solu­
tion and the other existing solutions. 

Introduction 

The heat transfer between two bodies with perfect or im­
perfect contact at the interface is of fundamental importance 
and it has accordingly received considerable attention over the 
last two or three decades. It is important in the problems in­
volving electric contact, electronic cooling, weldings, fins, 
contact conductance, and many other applications for which 
two similar or dissimilar bodies are attached one to the other 
over small parts of their surface boundaries. Other related 
problems are those with mixed boundary conditions. In 
general it is difficult to obtain analytical solutions for such 
problems. The multinode unsteady surface element (MUSE) 
method described in this paper is particularly suited for such 
problems compared with other numerical methods. 

The most widely used numerical procedures are the finite-
difference method (FDM) and the finite-element method 
(FEM). Because of their great flexibility and power they can 
be used for a variety of problems involving composite bodies, 
nonhomogeneous boundary conditions, nonlinearity, and ir­
regular geometries. However, for the problems mentioned 
above, the use of the FDM or the FEM is not entirely satisfac­
tory. This is partly due to the necessity of setting up extremely 
fine grids near the interface, and many large grids farther 
from the interface. Further, both methods involve whole-body 
discretization schemes which require the solution of very large 
system of algebraic equations, especially for two- and three-
dimensional problems. These methods unavoidably generate 
the solution at all internal nodes, whether or not this informa­
tion is needed. This causes significant economic disadvantages 
for many applications where only interface results are of 
interest. 

Closely related to the MUSE method is the boundary in­
tegral equation method (BIEM) which has become very 
popular in recent years. The BIEM is well suited for solving 
steady-state problems with infinite domain and irregular 
shaped boundaries. A number of papers have been written for 
steady-state heat conduction problems [1-4]. The application 
of the BIEM to transient problems has received less attention 
compared to the steady-state problems [5-8]. 

For the particular problems mentioned above (bodies con­
nected over relatively small area) the MUSE method is 
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superior to the FDM, FEM, or BIEM. In the MUSE method 
only the interface between the two geometries requires 
discretization as opposed to the discretization of the whole do­
main required in the FDM and FEM or the discretization of 
the whole boundary in the BIEM. This in turn reduces the size 
of numerical calculations and the computer time. Further, the 
MUSE method does not require any modifications or special 
handling of points near the domain boundaries unlike the 
abovementioned alternative methods. 

The MUSE method uses Duhamel's integral and involves 
the inversion of a set of Volterra integral equations, one for 
each surface element. Although the method is limited to linear 
problems it can be used for nonlinear boundary conditions. 

Two types of kernels (building blocks) can be employed in 
this method: temperature-based and heat flux-based. The 
method requires that these "building blocks" or kernels be 
known for the basic geometries under consideration. For 
many geometries the kernels are known or can be obtained 
simply by analytical or numerical procedures. 

A precursor of the unsteady surface element method is the 
quasi-coupling method of Keltner [9]. Yovanovich [10] sug­
gested the name "surface element" and did early work on a 
steady-state form of the surface-element method. Keltner and 
Beck [11] and later Beck and Keltner [12] were the first to 
employ the method for transient problems. They have con­
sidered only one element along the interface and utilized the 
Laplace transform technique to obtain "early" and "late" 
time analytical solutions for certain cases [11, 12]. Both types 
of kernels have been used in their solutions. 

In this paper a MUSE method for two-dimensional heat 
conduction problems with linear boundary conditions is 
developed and formulated. The method is utilized to obtain 
the transient thermal response of the interface between two 
semi-infinite bodies suddenly brought together in a perfect 
contact over a circular region. The results are compared with 
those obtained by other investigators on the basis of the ther­
mal constriction resistance and the heat flux across the contact 

Multinode Surface Element Formulation 

Consider the boundary value problem of heat conduction 
for a semi-infinite olid exposed to a time- and space-variable 
heat flux boundary condition over a portion of its surface 
boundary from x=0 to x=L with the rest of the surface 
boundary being insulated (see Fig. 1). Utilizing Duhamel's 
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q(x,t) 

Fig. 1 Geometry showing a semi-infinite body heated by an arbitrary 
heat flux only over a portion of its surface boundary 

theorem, the temperature of any point (x, z) of the semi-
infinite solid, and at any time t can be given by [13] 

Tix,z,t)-T0=-\ q(r\, \) q-—-— dKd-q 
Jo Jo at or] 

(1) 
where T0 is the initial temperature, rj is a point along the sur­
face boundary between x = 0 and x = L, and \j/q(x,z,t)< 0 is the 
temperature rise at position (x, z) and time t caused by a unit 
step change of heat flux at time t = 0, from i; to I as shown in 
Fig. 1 by the cross-hatched portion.1 It is called the flux-based 
fundamental solution (FBFS), and is described by the follow­
ing equation 

1 
VV,= Wg 

dt 
i/,Ax,z, 0) = 0 

dz 
for ^<0 or x<7] 

(2a) 

(2b) 

(2c) 

= 1 for t>0 and T]<X<L 

Notice that, for fixed (x, z) and t, \pq (x, z, r), t) decreases as TJ 
increases 

i'q(x,z, T/, t) > i/g(x, z, i) + di),t) (3) 

In equation (1) the input function is the heat flux along the 
boundary, and the solution is in terms of the FBFS \pq. If 
however, the surface temperature were known along the 

boundary as the input function, then the solution in terms of 
the temperature based fundamental solution (TBFS) \j/T can be 
obtained as 

T(x, z, t) - T0 

T0] 
d2tPr(x,z,ri,t-\) 

dtdri 
dkd-q (4) 

where 7^ ix, t) is the surface temperature, and \j/Tix, z, 17, t) is 
the temperature rise at position (x, z) and time t due to a unit 
step change in surface temperature at time t = 0, from x = -q to 
x = L. (It is assumed that the rest of the boundary, x<0 and 
x>L, is held at the initial temperature.) 

Duhamel's integral equations (1) and (4) are rather general 
expressions for the case in which the input function varies with 
both space and time.2 Both approaches can be used to deter­
mine the temperature history at any position (x, z) of the do­
main. However, depending upon the the type of boundary 
condition, one might be more appropriate than the other [13]. 

In the present paper only a heat flux-based approach is con­
sidered. Equation (1) is the basic starting point in the develop­
ment of the multinode surface element formula in the follow­
ing sections. Furthermore, only evaluation of the boundary 
data is considered here, since in many applications such as 
contact conductance and intrinsic thermocouple problems [14] 
only the interface results are of interest. 

Both equations (1) and (4) can be related to the Green's 
function form for transient heat conduction problem [15, 16]. 
Because the Green's function formulation is better known 
than the multidimensional Duhamel's equations (1) and (4), 
an appendix is given to relate the heat flux-based expression, 
equation (1), to the Green's function equation. Some tabula­
tions of Green's functions are given in [15, 17-19]. 

Discretization Over Space. In order to solve numerically the 
integral equation given by (1), the surface boundary is divided 
into TV finite surface elements Ax,- as shown in Fig. 2. (Only the 
parts of the boundary with nonzero values of heat flux need to 
be discretized.) Equation (1) can be written as 

m± ciin, X) 
d2iAx, z, n, t-\) 

dylcTK (5) 
dt dr, 

With uniform approximation of the heat flux over each sur­
face element, one can write 

unit step change of heat flux at time \ , from i) to L (t -
the step change at X). For details, see [13]. 

X is the time elapsed since 

zMore general forms of these expressions are given in [13] which can be ap­
plied to any arbitrary two-dimensional geometry. For simplicity, however, the 
plain surface of a semi-infinite body is considered here. 

a 
Ac 

A; 
CP 

hit) 

k 
L 

M 
N 
q 

Qd 
QM 

= 
= 
= 
= 

= 
= 

= 
= 
= 
= 
= 

radius of the contact area 
contact area 
area of the surface element j 
specific heat 
time-variable contact con­
ductance 
thermal conductivity 
length of interface shown in 
Fig. 1 
time index 
number of surface elements 
heat flux 
center line heat flux 
heat flux vector at time tM = 
MM 

a 
r 

Re 

R; 

t 
t+ 

T 
Tr 

Tn 

T 
X 

= total heat flow through the 
contact area 

= radial coordinate 
= thermal constriction re­

sistance 
= normalized thermal constric­

tion resistance 
= time 
= dimensionless time 
= temperature 
= average contact area tem­

perature 
= initial temperature vector 
= surface temperature 
= Cartesian coordinate 

z 

a 
V 

X 
P 
4> 

*, 

^ 

i'T 

axial and Cartesian co­
ordinate 
thermal diffusivity 
a point along the surface 
boundary; see Fig. 1 
dummy variable 
density 
temperature rise for unit heat 
flux (influence function) 
influence matrix at time /, = 
iAt 
f lux-based fundamenta l 
solution 
temperature-based funda­
mental solution 
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Fig. 2 Geometry showing discretization over heated portion of surface 
boundary 
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' T insulated 

Fig. 3 Possible distribution of surface elements for connected semi-
infinite body and slab 

T(x,z,t)-T0 = 

~ {„' [tljW ^ [A^/JC, z, t-\)]]dX (6) 

Ai/v. (x, z, t) = ̂  (*, z, x,-, 0 -yj/g (x, z, Xj_u t) (7) 

Further, if the temperature rise at point (x, z) and time t due to 
a unit step increase in heat flux qj over the element j and t = 0 
is denoted 0,(x, z, t), it can be shown that [13] 

-A^j(x,z,t)=<i>j(x,z,t) (8) 

Using (8) in (7) results in 

TV M T f t ' ^X Wj(X,Z,t-\) 
T(x,z,t)-T0=l,^qj(X) ^ d\ (9) 

which gives the temperature rise at location (x, z) and time t 
due to the effect of N heat flux histories Qi(t), q2(t), . . . , 
qN(t). The function <f>j (x, z, t) is the basic building block solu­
tion in the above expression and is termed an influence 
function. 

The MUSE method requries that the influence functions </> 
be known for the geometries under consideration. For exam­
ple the influence function needed for the geometry of Fig. 2 is 
the solution to the problem of a semi-infinite body heated by a 
constant heat flux over an infinite strip, which is provided in 
an exact closed form in [20]. A number of influence functions 
for various geometries are described and referenced in [21]. 

Two Bodies in Contact. Two different geometries of a semi-
infinite body and a semi-infinite slab initially at uniform but 

nJ 

/— heat flux q=l 

—i—I-C-T i— insulated 

(a) (b) 

Fig. 4 Basic building blocks for the geometries of semi-infinite body 
and semi-infinite slab 

different temperatures are brought into perfect (or imperfect) 
contact over the interface of width L. One side of the slab * = 0 
is held at zero temperature and the other parts of the bound­
aries are assumed to be insulated (see Fig. 3). The bodies may 
have different thermal conductivities k and density-specific 
heats pcp. The lower body is referred to as region 1 (z>0), and 
the other body as region 2 (z<0). The initial temperatures are 
denoted by Tm and T02 for regions 1 and 2, respectively. 

To apply the MUSE method, the interface is divided into N 
finite elments (each being an infinite strip) as shown in Fig. 3. 
It is assumed that there is no spatial variation of temperature 
or heat flux over each element. 

The heat flux qj(t) which leaves body 2 in Fig. 3 is the same 
heat flux that enters body 1 over the region x = x,_1 to x = xy, 
that is, 

-k. 
~dz~ 

-=~k7 
dT2 

8z 
for t>0, xJ_l<x<Xj, z = 0 (10) 

using (9), the temperature at element k (z = 0) in body 1 and 
time t can be given by 

Tkl(t) = T0i + 
N , 

y = l • , 0 dt 
dX (11) 

where tj>kJ^(t) is the temperature rise at element k and time t 
due to a unit step heat flux at element j of surface 1; <t>kJ

m(t) 
is the basic building block needed for body 1. 

Similar to (11) an integral equation can be given for the &th 
surface element of body 2 

Tk2U) = To: 

N ft .(2) (t-\) 

dt 
•dh (12) 

where 0A:y
<2) (t) is the temperature rise at element k and time / 

due to a unit step heat flux over element j of surface 2. The 
minus sign before the summation in (12) is used because the 
heat flux is pointing outward from body 2. The influence 
functions <t>kj

mU) and (f>k/
2)(t), can be found from the solu­

tion of a semi-infinite slab heated by a constant heat flux over 
an infinite strip with zero temperature on one side and in­
sulated on the other side, and the solution of a semi-infinite 
body heated by a constant heat flux over an infinite strip [20], 
respectively (see Fig. 4). 

For the case where the bodies are in perfect contact, one can 
write 

Tkl(t) = Tk2(t) for k= 1,2, N (13) 

For the more general case of imperfect contact, (13) is re­
placed by 

qk(t)=hk(t)[Tk2(t)-Tkl(t)] for * = 1,2, N 

(14) 

where hk(t) is the time-variable contact conductance for sur­
face element k. Relation (14) tends to the case of perfect con­
tact as hk — oo. It also includes the case of convection. By in­
troducing (11) and (12) into (14), a set of integral equations for 
heat fluxes qk(t), k= 1,2, . . . ., N, can be obtained 
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E \-QjM-
7=1 J 0 

*«(o=vl)^+< 
MO dt 

•dk (15) 

(16) 

Discretization Over Time. Equation (15) represents a set of 
TV Volterra equations of the second kind with the unknown 
heat fluxes qk{t) appearing both inside and outside the in­
tegrals. These integral equations can be approximated by a 
system of linear algebraic equations by replacing the integrals 
with suitable quadrature formulas. In the first step, the time 
region 0 to t is divided into M equal small time intervals At so 
that tM represents the value of t and the end point of the Mth 
interval (tM=MAt). Next the heat flux histories (7/(0 are 
assumed to have constant values in each time interval as 
shown in Fig. 5. Then (15) can be written as 

Tn = QkM 
+ Ll LtQjd<l>IU,M+l -<t>kj,A 

j=\ 1 = 1 

forAr=l,2, . . . ,N (17) 

where 

To = 7o2 - To\. Qji = Qj ( ' / ) > <t>kj = <t>kj ( h ) (18a, b, c) 

In the form given by (17), the heat fluxes qjM (for 
j=\ , N) can be determined at different time intervals 
one after another by marching forward in time for 
M= 1,2,3, . . . . ; that is for each step, equation (17) 
represents a system of N equations with TV unknowns; qlM, 
QIM-> > QNM-

Expressing (17) in matrix form with unknowns on the left 
and knowns on the right gives 

A f - l M-\ 

0M+i>l)qM=fo+ D *M-/? / - E *ATM-/<7; (19) 
; = i ; = i 

where T0 is the initial temperature vector, Hm is the con­
ductance matrix, and <l, and q, are the influence matrix and 
the heat flux vector at time /,-, respectively 

"12/ 

ha 

\Ni 

2Ni 

NNi _ 

, Qi~ 

" Qu ' 

Qu 

_ QNi _ 

.?0 = 

T0~ 

Ta 

.To. 

r i i i i 
HM = dmg - — - — . . . . -

(20a, b, c) 

(20d) 
MM "2M "NM-

If further CM and DM are defined to be the matrices 

CM = HM + i l t DM=Ta+EM-FM (21a,b) 

where 

EM= L ^M-iQi> FM= Yd ^M+i-iQi (22a, b) 
/ = i i = i 

Then (19) can be written as 

CMQM = DM (23) 

and the solution is 

QM — CM DK (24) 

The CM matrix, multiplier of qM, has to be calculated at each 
time step if the diagonal matrix HM is a function of time. 
However, for the case in which the contact conductances do 

q k i t ) 
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Fig. 5 Geometry illustrating uniform heat flux assumption over each 
time interval 

axis of symmetry 

insulated 

Fig. 6 Distribution of surface elements for two semi-infinite bodies in 
contact over a circular area 

not change with time, the CM matrix needs to be calculated 
only once during the entire solution. 

Application to Contact Conductance Problem 

The MUSE method is used to obtain the transient thermal 
response of two semi-infinite bodies, initially at two different 
temperatures, that are suddenly brought into perfect thermal 
contact over a small circular region and insulated elsewhere 
(see Fig. 6). The solutions are given for the interface heat flux 
and temperatures, and the thermal constriction resistance of 
the contact area. Two different cases are investigated: (a) iden­
tical materials on both sides of the contact plane, and (b) dif­
ferent materials on the two sides of the contact plane. The 
former case is similar to the problem of a uniform step 
temperature change over a disk on the surface of a semi-
infinite body and insulated elsewhere. 

Due to the axisymmetric nature of the problem, in each case 
the contact area is divided into 10 annular variable-spaced 
elements with smaller elements being closer to the edge of the 
contact area. The influence functions for each geometry are 
obtained from the known available solutions given in [22, 23]. 
The results obtained from the surface element solutions are 
compared with those given by other investigators on the basis 
of the heat flux and the thermal constriction resistance across 
the contact area. 

Previous Work. The transient problem for Case (a) has been 
analyzed by several authors by considering a single semi-
infinite body with an isothermal disk on its surface [24-28]. 
Normington and Blackwell [24] and Blackwell [25] were the 
first to seek the solutions in oblate spheroidal coordinates. 
They developed an approximate solution by using Laplace and 
Legendre transform techniques. However, their solutions were 
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Fig. 7 Normalized heat flux distribution across the interface at various 
times for the geometry; Case (a) 

valid only for long times (t+ >4) in the first paper and for 
short times (r+ <0.1) in the second one. Keltner [26] used the 
same coordinates to obtain a one-dimensional approximate 
solution using the heat balance integral method. Schneider et 
al. [27] developed finite difference solutions in oblate 
spheroidal coordinates for the two-dimensional axisymmetric 
case. In a recent paper [28], Marder and Keltner examined the 
problem using the method of separation of variables. 

Case (b), where the materials on each side of the contact 
area are not identical, was first studied by Heasley [29] using 
an approximate method. His solution is approximately valid 
for long times. Other work was done by Schneider, Strong, 
and Yovanovich [30], Sadhal [31], and Beck and Keltner [12]. 
Schneider et al. [30] have employed finite difference tech­
niques posed in oblate spheroidal coordinates to obtain the 
numerical solutions for the two-dimensional axisymmetric 
case. About 200 nodes were used inside each body. Sadhal [31] 
has solved the problem analytically by using Laplace and 
Legendre transform techniques. Beck and Keltner [12] were 
the first to employ the surface element method to solve the 
problem; only one element across the interface was used and 
the problem was solved analytically by utilizing Laplace 
transform technique. 

The domain of validity of most of the abovementioned solu­
tions is restricted in time or space [12, 24-26, 29, 31]. The 
finite difference approaches [27, 30] also have difficulties such 
as the effort in setting up large grids, and the restricted dimen-
sionless time step that can be used. 

Thermal Constriction Resistance for the Two Solids. In [1] 
the transient thermal constriction resistance is defined as "the 
difference between the average temperature of the contact 
area minus the temperature far from the contact area divided 
by the total instantaneous heat flow through the contact 
area." Based on the above definition one can write 

RciV) = 
Tc(t)-T0] 

QcU) 
where Rcl(t) and 

Rci(t) = 
fc{t) 

Rc2(t) are 
QAt) 

the thermal 

(25a, b) 

constriction 
resistances for body 1 and body 2, respectively. The total ther­
mal constriction resistance for the two semi-infinite bodies can 
be determined by 

Table 1 Normalized area-averaged interface heat flux for the geometry 
of Case (a), q + = q/qm 

Beck & Keltner [12] Harder & Keltner [28] 

t + 

.001 

.002 

.005 

.01 

.02 

.05 

.1 

.2 

.5 
1. 
2. 
5. 

10. 
20. 

100. 
1000. 

10000. 

MUSE 

15.057 
10.872 
7.169 
5.310 
3.998 
2.843 
2.268 
1.871 
1.533 
1.371 
1.259 
1.163 
1.114 
1.080 
1.036 
1.011 
1.004 
1.0 

Eq. (56) 

12.357 
9.030 
6.079 
4.591 
3.539 
2.606 
2.136 
1.803 
1.508 
1.359 
1.254 
1.161 
1.113 
1.080 
1.036 
1.011 
T.004 
1. 

Eq. (22) 

14.522 
10.434 
6.792 
4.969 
3.688 
2.573 
.2.038 
1.702 
1.530 
1.667 
2.334 

s = 2 

13.088 
10.408 
7.063 
5.238 
3.948 
2.813 
2.248 
1.858 
1.515 
1.297 
1.104 
1.005 
1. 
1. 

s = 5 

8.645 
7.950 
6.485 
5.145 
3.943 
2.813 
2.248 
1.858 
1.526 
1.366 
1.257 
1.155 
1.082 
1.023 
1. 

Rc(t)=Rcl(t)+Rc2(t)=-
•Tn] 

(26) 
QcU) 

The average contact area temperature Tc and the total heat 
flow through the contact area Qc are given by 

N N 

TCVM) = E TJU(Aj/Ac), Qc(tM) = L QJUAJ (21a, b) 

where Ac is the total contact area, Aj is the area of they'th ele­
ment, and TjM and qjM are the temperature and the heat flux 
associated with element j at time tM, respectively. 

Results and Discussion. The results of the surface element 
solutions are presented in terms of the heat flux distributions 
across the interface, and the thermal constriction resistance of 
the contact area. 

Figure 7 illustrates the normalized spatial variation of the 
surface heat flux at different dimensionless times. Normaliza­
tion is obtained by dividing elemental values by the value of 
the centerline element which covers the area 0 < r+ < 0.2. 
After dimensionless time about 20, the normalized heat flux 
distribution remains constant. This indicates that for t+ > 20, 
the heat flux across the disk can be approximated by a product 
of a function of t+ and a function of r+ . Table 1 illustrates 
comparisons of area-averaged interface heat flux1 calculations 
performed using the MUSE method with the results obtained 
from the two solutions given by equations (22) and (56) in [12] 
and the two other solutions given in [28] for values of s = 2 and 
s=5. 

Case (b) is considered with the glass being the material of 
one body and copper of the other. The glass-copper combina­
tion has also been investigated in [12, 30, 31]. The thermal 
conductivities k are 1.03 and 381 W/m-K and the thermal dif-
fusivities a are 0.6 X 10~5 m2 /s and 13.2 X 10 - 5 m2 /s for 
glass and copper, respectively. For this case the dimensionless 
time is based on the lower thermal diffusivity at < a2. The 
results for spatial variation of the surface heat flux for Case 
(b) are similar to those of Case (a). In Fig. 8, the normalized 
interface temperature distribution is plotted versus dimen­
sionless radius r+ at several times. Normalization is obtained 
with respect to the initial temperature of body 2 (copper). For 
t+ = 0.1 the interface temperature distribution is almost 
uniform. 

The MUSE solution is also compared with the other 
available solutions on the basis of the dimensionless thermal 
constriction resistance across the contact area for both Cases 
(a) and (b). Table 2 provides the results for Case (b); for Case 
(a) see [13]. The first column in this table is the dimensionless 

The area-averaged interface heat flux q(t) was obtained by summing the 
products of the elemental heat flux and the fraction of the total interface area 
occupied by the element. 
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Table 2 Results for dimensionless constriction resistance for a disk-
shaped interface of two semi-infinite bodies, one of copper and the 
other of glass; R£ = Rc/flc(oo) 

r =r/a 
Fig. 8 Normalized interface temperature distribution for the geometry 
of Case (b) (normalized with respect to initial temperature of body 2, 
copper) 

time t+, which extends over many decades. The results from 
the finite difference solution of Schneider et al. [30] are pro­
vided in the second column; they are least accurate at the early 
times and most accurate at the late times. The third column 
comes from the exact solution given by Sadhal [31] which is 
claimed to be very accurate at late times t+ > 10. The fourth 
column is for the T-based solution given by Beck and Keltner 
112], which is most appropriate for large times but is 
remarkably accurate down to t+ = 0 . 1 . Column 5 in the table 
is for the g-based solution [12] and is accurate at early times. 
The results obtained by the MUSE solution are displayed in 
the sixth column. 

Conclusion 

The multinode transient surface element formulation for 
solution of two-dimensional heat conduction problems with 
linear boundary conditions has been presented. The method 
uses Duhamel's integral and consequently can only be applied 
to problems with linear differential equations. It is applicable 
to homogeneous and composite geometries with perfect or im­
perfect contact. 

The MUSE method is most suitable for calculating interface 
temperature and heat fluxes for the geometries connected over 
relatively small portion of their surface boundaries. Although 
the formulations were given for two-dimensional problems, 
they can also be applied to three-dimensional problems and 
the problems with multiple interfaces, providing the proper in­
fluence functions are used. 

To show the flexibility and applicability of the method to 
two-dimensional homogeneous and composite bodies, the 
multinode surface element formulations were utilized to solve 
the problem of two semi-infinite bodies suddenly brought 
together over a small circular area. The results were in ex­
cellent agreement with existing analytical and numerical solu­
tions. Very high accuracy is attainable with a relatively small 
number of surface elements for the complete time domain. 
This feature makes the method superior to alternative 
numerical techniques such as finite different or finite element 
which involve whole-body discretization. 
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A P P E N D I X 

Relation of Equation (1) to Green's Function 
Formulation 

For the case of uniform initial temperature T0 and a heat 
flux condition, equation (13) of [15] gives 

T(r, t) = T0+-^-\ [ <7(r/, X) G(r, t/i{, X) ds,d\ 

(Al) 

For the coordinates r = x, z, the heat flux at z = 0, and heating 
from s' = t\ = 0 to L, (Al) can be written as 

T(x,z,t) = T0+\ \ 9(ij, \). 
J ij = 0 J K = 0 

—G(x, Z, t/t], 0, \)d\dri (A2) 

K 

Comparing equation (1) and (A2) yields 

d2\l/n(x, z, ri, t — \) a 
U - = —G(x, z, t/v, 0, X) (A3) 
dtdr\ k 

and then integrating (A3) twice gives 

^q(x,z,ii,t-\) = - \ \ - £ - • 
J( ' =0 Jx'=>| K 

G(x,z,t/x',Q,t')dx'dt' (A4) 
which demonstrates a relationship between Duhamel's 
theorem equation given by (1) and a Green's function 
formulation. 

An advantage of writing (1) in the present form is that \l/q(.) 
is finite for / —X — 0 for the heated surface while G(., .,) goes 
to infinity. On the other hand, an advantage of the Green's 
function formulation is the relatively easy access to the 
Green's functions [15-19]. 
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A Stochastic Approach for 
Radiative Exchange in Enclosures 
With Directional-Bidirectional 
Properties 
The concept of multiple Markov chains is applied to the study of radiative heat 
transfer problems. A stochastic method for calculating radiative interchange in 
enclosures consisting of a number of isothermal surfaces with directional-
bidirectional properties is developed. In this work, the Monte Carlo method is 
employed for calculating the multiple transition probabilities. Numerical examples 
have been presented to demonstrate the usefulness of the present approach. 

Introduction 

Most available methods of calculating radiative exchange in 
enclosures are only capable of treating enclosures with diffuse 
and specular surfaces [1-6]. Bobco [7] introduced a method 
for solving radiation transfer in enclosures with directional-
bidirectional surfaces. His method includes only one bounce 
of the energy bundles and also requires bidirectional reflec­
tance as an input. Calculating bidirectional reflectance from 
bidirectional reflectivity involves evaluation of four surface 
integrals or eight line integrals and is an extremely tedious 
task. The only practical method for determination of radiative 
interchange in enclosures with directional-bidirectional sur­
faces is the Monte Carlo method [8, 9]. However, the 
statistical errors involved in the Monte Carlo method can be 
large. Further improvement of this technique is necessary. 

Recently, Naraghi and Chung [6] have demonstrated that 
the principle of multiple Markov chains can be used for 
calculating radiative interchange in enclosures consisting of 
diffuse and specular surfaces. The same concept will be used 
here to develop a method for calculating radiative exchange in 
enclosures consisting of directional-bidirectional surfaces. 

It has been shown [6] that the stochastic process X = [x0 = 
i0, xx = /[, x2 = i2, • • • } represents a radiation process in 
which the radiating energy bundle initially emitted from sur­
face i0 is reflected from surfaces, /,, i2, . . . , etc., until it is factor Btj of [1]. 

[10-12], The ordinary Markov chain theory can be applied to 
multiple Markov chains if we define a new random variable as 

y»= (Xn>Xn+l> • • • > xn + l-l) ( 2 ) 

Then Y = [yn; ndN] is a stochastic process which holds the 
Markovian property. The stochastic process Y has no physical 
meaning and it is only created in order to carry out the calcula­
tions. The results obtained based on stochastic process Y have 
to be transformed into stochastic process X, which represents 
the radiation process in the enclosure. Since the random 
variables of the stochastic process Fare vectors, its transition 
probabilities matrix is in the form of 

The transition from (/1; 

, / / ) > (J1J2 .//)] (3) 

. ii) to (/'i» Jz, • • • . Ji) is 
. . , / / = Ji-1 or in general ik 

more detailed description of 
possible only if i2 = j l , i3 = j 2 

= jk_i for 2 < k < /. A 
stochastic processes and Markov chains can be found in [6 
10-12]. 

In this paper, the concept of multiple Markov chains is used 
to calculate the probabilities that radiation emitted from sur­
face / of an enclosure is absorbed by surface j in the same 
enclosure. These probabilities are equivalent to the absorption 

absorbed by one of the participating surfaces. As an example, 
consider an enclosure consisting of 6 surfaces 1, 2, 3, 4, 5, and 
6. The stochastic process X = [xa = 7>,xl = 5,x2 = l,x3 = 
4, x4 = 3, . . . ) represents an energy bundle which initially is 
emitted from surface 3 and then reflected from surfaces 5, 1, 
4, 3, . . . sequentially until it is absorbed by one of the par­
ticipating surfaces. Therefore, the radiative process in an 
enclosure can be represented by a stochastic process. The 
destination of an energy bundle after emission and each reflec­
tion is a random phenomenon and is influenced by emissivities 
and reflectivities of the participating surfaces. When the 
reflections are bidirectional the destination of the energy bun­
dle after each reflection is influenced by a number of its past 
reflections. For example, if the destination of the energy bun­
dle is influenced by its past / steps, then 

P[X„\XQ,X1,X2, . . . , Xn _ i j 

= P{X„\x„_„ . . . , * „ _ 2 , * „ _ i } . (1) 

This process is called multiple or /-dependent Markov chains 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division. July 20, 
1984. Paper No. 84-HT-39. 

Analysis 

Consider an enclosure with surfaces having directional 
emissivities e'(/3, 6), absorptivities a'(/3, 0), and bidirectional 
reflectivities, p "((3, 6, &r, dr). The stochastic process X = {x0, 
xlt x2, . . . J can be used to represent the radiation process in 
this enclosure. If the participating surfaces reflect bidirec-
tionally the outcome of random variable x„ is influenced by 
the outcomes of / previous random variables. The stochastic 
process Xcan be transformed to stochastic process Y = (y0, 
yity2, . . . ) using the transformation shown by equation (2). 
The outcome of random variable yn of stochastic process Y is 
only influenced by one preceding random variable, i.e., y„-\ • 
Therefore, the stochastic process Y holds a Markovian 
property. At the first / - 1 transitions of stochastic process X, 
there are fewer than / past random variables; therefore, we 
must let the process go on for / - 1 transitions in order to form 
the initial vector y0 = (x0, x[t . . . , x^t). The idea of the 
multiple Markov chains can be applied after ( / - l)th transi­
tion has occurred, i.e., when the initial vector of stochastic 
process Y can be formed. Other techniques are necessary to 
calculate the energy absorbed by surfaces of the enclosure at 
first, second, . . . (/— l)th transitions. Based on the above 
argument the absorption factor can be formulated by [6] 
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B = B<"+B<2»+ . . +B<'-'> + B</+> (4) 

where B<*> = [£/_*>] (k < I) andfiW is the probability that 
radiation initially emitted from surface / is absorbed by sur­
face./' in exactly k steps. The multiple Markov chains are used 
only to calculate the last term, i.e., B( /+> in equation (4). 
B\j) is defined as the probability of radiative energy 
bundle initially emitted from surface / being absorbed by sur­
face j at the /th or later transitions. 

The formulation given by equation (4) is referred to as a 
stochastic / model, e.g., the stochastic 2 model is given by 

B = B(1> + B<2+) 

It represents a stochastic process in which the future of the 
radiation process depends on two previous reflections only. 

The probability that radiation emitted from surface / is ab­
sorbed by surface j in exactly one transition is given by (refer 
to Fig. 1 for notations) 

m- i 

i e'/(j8,-, et)[cos (3,- cos /3y]a'y((3y, dj)dA,dAj 
(5) 

where 
I p 7T/2 p IT 

i= e/(/3, 0) cos/3 sin 0 
•K JO J o 

dd dp 

B\Pj can also be interpreted as the fraction of energy 
emitted from surface / absorbed by surface j in a single transi­
tion. The fraction of energy emitted from differential element 
dAt along (/3;, 0,-) which is absorbed by differential element 
dAj is given by 

e',(P„ e,-)[cos j3, cos Pj]a'j(Pj, Oj) dA, dAj 
T rl j 

Integrating the above expression with respect to surfaces At 

and Aj leads to the fraction of energy emitted from surface A-, 

Nomenclature 

Fig. 1 Direct exchange of radiation between two surfaces, / and / 

absorbed by surface Aj. The use of equation (5) requires 
evaluation of two surface integrations or four line integra­
tions. Expressions for 5|2>, B^), . . . , B\'j " involve large 
numbers of integrations [10]. Evaluation of these integrations 
is a tedious job; therefore, it is more practical to use the 
Monte Carlo method to calculate 5jf] (k< I- 1). 

It has been shown [6] that stochastic 2 and 3 models provide 
solutions with reasonable accuracies. The stochastic 2 and 3 
models correspond to one and two-bounce solutions, respec­
tively. Hence, the Monte Carlo method will be used here for 
the evaluation of a small number of bounces of energy bundles 
(one or two bounces at most). Consequently it is expected that 
the statistical errors of the present techniques will be much less 
than the direct use of the Monte Carlo method in which 
several bounces of the energy bundles have to be evaluated by 
means of a random sampling. The formulation for equation 
(5) based on the Monte Carlo method is 

B?) = lim 
N, <HUj) 

N, 
(6) 

where N,- is the total number of energy bundles dispatched 
from surface / and 7Va(/j J) is the number of energy bundles 

A 
A, 
B 

B, 

N, 

Nt «'i. 

Nnl 

N, 
/ • ( ' I . ' 2 . 

• ' ' / ) 

• ' / ) 

P 
P 

absorptivity matrix 
area of surface / 
absorption factor matrix 
absorption factor (fraction of energy 
emitted from surface / and absorbed 
by surface j by direct radiation and 
multiple reflections) 
matrix defined by equation (19) 
radiation shape factor from surface i 
to surfacej 

an integer denoting the dependence of 
the radiation process on its past steps 
total number of energy bundles emit­
ted from surface i 
number of energy bundles initially 
emitted from surface /,, and reflected 
from surfaces i2, i3, • • • , i/-i sequen­
tially, finally reaching surface /, 
number of energy bundles initially 
emitted from surface ix, reflected from 
surfaces U sequentially, 
and finally absorbed by surface /', 
number of energy bundles initially 
emitted from surface /,, reflected from 
surfaces i2, ;3, . . . , i,_1 sequentially, 
and finally reflected from surface ;'; 
probability 
transition probability matrix 

Superscripts 

rtj = distance between differential surfaces 
dAj and dAj 

kw = nondimensional bidirectional reflec­
tance of surface k for radiation arriv­
ing from surface/ and directed toward 
surface w 

SjSj = total exchange area from surface i to 
surface j 

R = random number between 0 and 1 
R = reflectivity matrix 
q = entries of matrix Q defined by equa­

tion (12) 
Q = matrix defined by equation (14) 
x = random variable 

X = stochastic process 
y — random variables vector 
Y = stochastic process 
a = absorptivity 
/3 = angle from normal 
5 = Kronecker delta 
e — emissivity 
6 = circumferential angle 
p = reflectivity 

d = diffuse component of reflectivity 
c = directional component of reflectivity 
s = specular component of reflectivity 

= quantity in one direction 
= bidirectional quantity 
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which are emitted from surface ; and absorbed by surface./ in 
one transition. The formulations for emission direction and 
absorption are given in [13]. When the participating surfaces 
emit and absorb diffusely then the formulation given by equa­
tion (6) becomes 

lim 
"v. j) 

(7) 

where N(1J) is the number of energy bundles emitted from sur­
face / and reaching surface y and uj is hemispherical absorp­
tivity. The right-hand side of equation (7) is identical to Fu a,-
when the exact formulation is used. If the FL / s are known, 
the use of exact formulation eliminates the statistical errors 
caused by the Monte Carlo method. 

The probability that radiation emitted from surface / is ab­
sorbed by surface y in exactly two transitions is expressed by 
Bf] (i.e., one reflection, see Fig. 2) 

B?) = £ I™ 
N, «(i, i 'i.y) 

(8) 

where Na . ) is the number of energy bundles initially emit­
ted from surface i and reflected from surface ix, and finally 
absorbed by surfacey. B&) represents the fraction of energy 
emitted from surface / which is reflected from one of the par­
ticipating surfaces and finally absorbed by surface j . 

When the participating surfaces emit and absorb diffusely 
the formulation given by equation (8) becomes 

B?j =«, £ lim 
A<;-oo N, 

(9) 

where NVt ,• j} is the number of energy bundles initially emit­
ted from surface i then reflected from surface /, and finally 
reaching surface j . 

In general, the probability that radiation having emitted 
from surface / being absorbed by surface y in exactly k transi­
tions (k-1 reflections, see Fig. 3) can be written as (k < I) 

BW--
N, 

' l - ' 2 ' 

lim-
o(», I ' I . '2> , 'k- 1 • J) 

Ni 
(10) 

Fig. 2 Exchange of radiation between two surfaces, / and / with reflec­
tion from /'i 

where Na(h ^, ,2 ik_, __,-, is the number of energy bundles in­
itially emitted from surface / and reflected from surfaces /, ( 
i2, • • • , i/c-i sequentially and finally absorbed by surface j . 

BlkJ can be interpreted as the fraction of energy emitted 
from surface / and absorbed by surface j having reflected from 
k—l surfaces in the enclosure. When the participating sur­
faces emit and absorb diffusely equation (10) becomes 

BW-. 

where N, 
( ' . ' 1 . ' 2 . 

• . ' * - i 

lim 
^ ( U , . / 2 . . i/c-l-J) 

N, 01) 

is the number of energy bundles in­
itially emitted from surface J and reflected from surfaces i., 
i2, . . . , /*_i sequentially and finally reaching surface y. To 
find B ( / + ) (the last term in equation (4)), we use multiple 
Markov chain principles. 

Let q(i ,- j) be the probability of the radiative energy 
bundle not being absorbed by states xx = i2, x2 = 
/3, . . . , */_! = /'/. They are the entries of the vector y0 = (x0, 
xux2, . . . , X/_,). It also represents the probability of the in­
itial state of stochastic process F being formed, i.e., the initial 
distribution of stochastic process Y. qa ,• ; } is expressed 
by the following equation 

and reflected from i,} 
* / - ! = ' / . 

= lim 
Nh — 

where A^,-,, ,-2,/3, 

N, 
' ( ' 1 . ' 2 . ' 3 > • ' / ) 

N:, 
(12) 

,•, is the number of energy bundles in­
itially emitted from surface /,, and reflected from surfaces i2, 
/3, . . . , /,, sequentially. 

When the participating surfaces emit and absorb diffusely, 
equation (12) becomes 

' ( ' 1 . 1 2 , 1 3 , 

where N, 

.''/) = Pi, lim ^(/ . . / i . 's . • ''/) 
N,. 

(13) 

()- ,• ,• ; jis the number of energy bundles ini­

tially emitted from surface ilt reflected from surfaces i2, 
h> • • • i h-i sequentially, and finally reaching surface /,. 

We define an associated diagonal matrix Q as 

Q - [^ ( / l ,<2 '/>5('1,'2 >l)AJuh ./'/>] 

We also define the transition probability matrix P 

1 ( ' i , '2 ' / ) • O'I ,y'2 J/)' 

W h e r e PUi , »2 */> ' C/l • h. ....J,)= ° ! l f '2 * 
i3 9±j2,..., o r i, jt j l _ l t h e n /><,-,, , 2 , . . . , , , , , (,-2> ,-3,. 

(14) 

(15) 

j \ or 

. , / / . j / ) 

is the probability of radiation reaching surface y, initially 
emitted from /, and being reflected from i2, i3 . . . , it. In 
this case P{i{ _ ,-2 ( / ), (,-2i ,-3 ih y/) is a conditional proba­
bility and is identical to P{x, = jl\xQ = il, x{=i2, . . . , 
x,_x =ii\. The conditional probability is defined by [11, 12] 

Fig. 3 Exchange of radiation between two surfaces, f and j with reflec­
tion from surfaces /'1, i2, '3 sequentially 
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p{x2 = b\xl=a] =p{x2 = b,xl=a\/p[xl=a} 

Applying this relation we can write 

P(.i[,'2 ' / ) ' ('2.'3- • • • ' 'l')0 = 

p{x0 = / [ , xl=i2, • • . , xt_\ = if, X/ =ji) 

p[x0 = ii, xl = i2, • . . ,AT/_i =i/, and reflected from//) 

M i l . ' 2 ' / ) ' ('2 H-JO 

Table 1 Surface properties for the enclosure shown in Fig. 4 
[7] 

j 
1 
2 
3 

eJ 
0.10 
0.05 
0.15 

Pi 

0.95 
0. 

"1 
0. 

0.85 

w = 2 
0. 

0.30 
1.20 

r 
M 1 , J 

w = 3 

0. 
1.20 
0.75 

lim 
N ; , - O O 

lim 

J V « ' > 

Ku 

, / ' 2 . ' 3 

* ' l 

1, i'2. ' 3 . • • 

,'I.Jl) 

• , / , ) 

(16) 

W. 

The hemispherical absorptivity and reflectivity matrices are 
defined as 

A = [a/-,5(;1.,-, M. (/,./, /,)] (17) 

and 
>/ < ' l - '2 ' / ) • C/'l .72 • ' / ) J 

»=M(/ V;°(' i . '2. • , ' / ) , U1J2. ,y/) l (18) 

where a, is hemispherical absorptivity and pj is hemispherical 

total reflectivity of surface j h Then 

C = [£-<(,,/2 i/),<JlJ2 W/)J 

= Q P A + Q P R P A + Q P R P R P A + . . . 

or 
C = Q [ I - P R ] ' P A (19) 

The interpretation of each term in equation (19) is as follows: 
Q is the probability that the initial state of stochastic processes 
Y is formed; the terms Q P A . Q P R P A , Q P R P R P A 
represent the probabilities that the radiative energy bundle is 
absorbed at the first, second, third, . . . transitions of 
stochastic process Y respectively. The first transition of 
stochastic process Y is equivalent to the /th transition of 
stochastic process X. This is due to the fact that the transiton 
from y0 to >>! is equivalent to transition from the last entry of 
(x0, Xi, . . . , x,„,) to the last entry of (x h x2, . . , x,), i.e., 
transition from xt_x to xt; but the transition from xt_x to xt is 
the /th transition of stochastic process X. Similarly, it can be 
shown that the second transition of stochastic process Y is 
equivalent to the (/+ l)th transition of stochastic process X 
and so on. The matrix C gives the probabilities that the 
radiative energy bundle is absorbed by the states of stochastic 
process Y; therefore, we need to transform the matrix C into 
the original stochastic process X. This can be realized from the 
following relationship 

*//;> = C ('. '2. 
' 2 . ' 3 . 

.'/). (JiJ2, , Ji-1, j) 

• Ji-\ 

OnceB(/+> = [£/ / / ' ] is formed, the absorption factor matrix 
can be obtained'by substituting B ( I ), B<2>, . . . , B " + ) into 
equation (4). The one-bounce solution of the above method 
corresponds to / = 2 and equation (4) reduces to 

B = B<1»+B<2+> (21) 

If the view factors and mean bidirectional reflectance fh •_ k are. 
known, they can be used instead of the Monte Carlo method 
to evaluate the right-hand sides of equations (7), (13), and (16) 
when 1 = 2 (stochastic 2 model). These equations take the 
following forms 

^dl.'2)=P'2Fh.'2 

(22) 

(23) 

Fig. 4 An infinitely long triangular enclosure 

('l.'2).('2-^'2) = 

f F F- • 
'l. '2J2 '1.'2 '2.^2 

P>2 F'W2 

r • • F- • 
>\<<2J2 '2J2 (24) 

As will be shown in the next section, the present one-bounce 
solution (equations (21)-(24)) yields results identical to those 
of [7], for the same example problem solved in this reference. 
Note that the example given in [7] is restricted to the one-
bounce solution only and it requires mean bidirectional reflec­
tance as input. As pointed out earlier, calculation of mean 
bidirectional reflectance involves eight line integrals and is not 
an easy task. Furthermore, the present approach is capable of 
providing two, three,. . . bounce solutions, i.e., / > 2 . In these 
cases, the Monte Carlo method is used to evaluate the right-
hand sides of equations (6)-(13) and (16). The reader should 
refer to [13] for details regarding emission and reflection 
direction of energy bundles in the Monte Carlo method. 

(20) Results and Discussion 

The only existing solution for an enclosure with bidirec­
tionally reflecting surfaces is given in [7]. The enclosure con­
sidered in this reference consists of three plane surfaces, Au 

A2, and A3, which reflect bidirectionally, specularly, and dif­
fusely, respectively. The area ratio of the three surfaces is 
AI\A2:AT, = 3:4:5, and the surface properties are given in 
Table 1. 

The same problem will be resolved by the present approach. 
The simplest one-bounce formulation of the present ap­
proach, namely, stochastic 2 model gives 

B = B<'>+B(2+> 

where 

BV = [B£)] = [Fuaj\ 
and B*1' is t n e probability that energy bundles emitted from 
surface i are absorbed by surface j in one transition. The 
numerical value of matrix B(1) is 
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B<D = 

0. 0.01667 0.10000 

0.02500 0. 0.11250 

0.04000 0.03000 0. 

The absorptivity matrix, equation (17), is given by 
ro.05 

To calculate B<2+) the principle of multiple Markov chains is 
used. The possible states for this case are: (1, 2), (1, 3), (2, 1), 
(2, 3), (3, 1), and (3, 2). The transition probabilities are 
calculated from the following relations 

Fu 

A = 

(1,2), (2,1)" 
1(2), 1 = 0. 

0.15 

0.10 

0.15 

0.10 

0.05 
and the reflectivity matrix is 

R = I - A 

Substituting the above matrices into equation (19) yields 

(1,2) (1,3) (2,1) (2,3) (3,1) (3,2) 

(1.2) ("0.01033 0.06093 0.02192 0.14271 0.04616 0.03462 

(1.3) 0.02174 0.12827 0.04616 0.20044 0.09717 0.07288 

(2,1) 0.00855 0.07305 0.01549 0.07084 0.03261 0.02446 

(2,3) 0.02446 0.14430 0.05193 0.22550 0.10932 0.08199 

(3.1) 0.01948 0.09773 0.02437 0.12863 0.05131 0.03848 

(3.2) |_0.01889 0.12863 0.05708 0.22509 0.08018 0.06013 

-f(l,3), (3 ,1) - -^ 

(1,2), (2,3)' 

3 , 1 = 2 / 5 

' 1(2), 3 

Fl.2 

= 1. 

^(1,3), (3,2) - 3 / 5 

D(2,l),(l,2)=((' ;2,l,2-P2,l^l,2)/Pl)/^ ,2,1 

= (^2,1,2^1,2)/Pl = l / 9 

(2,1), (1,3) = ((r2,1.3^2.1^1.3)/Pl)/^2,l = (^2,1.3^1,3)^1 = 8 / 9 

•P(2,3), (3,1) —^3,1 — 2 / 5 P(2,3), (3,2) -F},2 — 3 / 5 

°(3,1),(1,2) = ((':3,1,2^3,1^1,2)/Pl)/-?73,1 

= ( ^ , l , 2 ^ 1 , 2 ) / P 1 = 4 / 9 

(3,1), (1,3) = ((> :3.1.3^3,l/ : ' l>3)/Pl)/^3,l=5/9 

•P(3,2), (2,1) --^3(2),l/^3,2 - 1/5 

•P(3,2), (2,3) =-^3(2),3/^3,2 = 2/3 

where p j = pf + p\ . 

Matrix Q, based on equations (14) and (23), is given by 

^F\,2Pl 

Flyip3 0 

-^2,1 Pi 

^2,3P3 

Equation (20) yields 

B?.V = U C(i,i2),tj\,j) 
'2-A 

from which entries of matrix B ( 2 + ) can be calculated 

"0.21141 0.13947 0.53235 

0.20935 0.13946 0.51369 

0.21294 0.13698 0.58008 

The absorption factor matrix is given by 

0.21141 0.15624 0.63235 

0.23435 0.13946 0.62619 

0.25294 0.16698 0.58008 

B'2+> = 

B = B" ' + B<2+) = 

Q 

0 
"3,1P1 

43,2P2 

The total exchange areas are related to the absorption factors 
according to 

and hence the total exchange area matrix is represented by: 

"0.06342 0.04687 0.18971 

SS- 0.04687 0.02789 0.12524 

0.18971 0.12524 0.43506 

0.31677 

0.56667 

0.22500 

0.63750 

0.36000 

0.57000 

It is interesting to note that the entries of the above matrix are 
identical to the results given in [7]. 

The above example shows that the present stochastic ap­
proach provides a one-bounce solution exactly the same as 
that obtained earlier by Bobco [7]. However, Bobco's solution 
was restricted to the case of one bounce of energy bundles, 
while the present stochastic approach can improve the solution 
accuracy by considering two or three bounces of the energy 
bundles if the associated mean bidirectional reflectances are 
available. Furthermore, the existing method requires mean 
bidirectional reflectance (r,-,y, *•) as an input. As mentioned 
earlier, this requires evaluation of multiple integrations which 
is not preferable. 
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In the next example, the concept of mean bidirectional 
reflectance is abandoned; instead, the Monte Carlo method is 
employed. Consider an enclosure consisting of two infinitely 
long parallel plates, shown in Fig. 5. The radiative properties 
of the two plates are the same and their width is equal to the 
separation distance. The emissivities of the participating sur­
faces are diffuse and their bidirectional total reflectivities are 
shown in Fig. 6. Analogous to the idea of decomposition of 
radiation reflected by an oxidized brass sample into a specular 
component and a diffuse component (p = pd + ps) [5], we 
subdivide the bidirectional reflectivity into two components, 
diffuse and back-scattering components (p = pd + pc) as 
shown in Fig. 6. 

The numerical values of emissivity and reflectivity com­
ponents of the surfaces are given by 

e ,=e 2 =0.1 

p1 = Pd = 0.5 

P\=PC
2 = 0A 

We first employ the stochastic 2 model, i.e., the absorption 
factor is expressed by equation (21). A computer program 
which uses the Monte Carlo method for determination of one 
bounce of energy bundles is developed. This program uses 
1000 random sampling and determines N{iij2) and N ( / l i ,2J ,-3). 

Here N{i , \ is the number of energy bundles emitted from 
2.andN(1- l if2i is the number surface ix and reaching surface i2 

of energy bundles emitted from surface ix, reflected from sur­
face i2 and finally reaching surface i3. Using equation (7) we 
obtain 

B<» = 

0 0.03900 0.61000 

0.03900 0 0.61000 

0.02935 0.02935 0.41300 

(25) 

Fig. 5 Two infinitely long parallel plates 

Angle of ref lect ion, 

• f t -

Bidirectional re f lec t i v i t y 

P"</3>/3r> 

Fig. 6 Decomposition of bidirectional reflectivity distribution into dif­
fuse and strictly directional components 

Since the participating surfaces emit diffusely, the elements 
of the above matrix are identical to FijCtj. The small dif­
ference between elements of the matrix in equation (25) and 
Fj jctj is due to the statistical errors associated with the Monte 
Carlo method. 

Using equations (13) and (14) the following is obtained 

Q 

0.35100 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0.35100 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0.26415 

0 

0 

0 

0 

0 

0 

0.26415 

The transition probability matrix based on equation (16) is 

0 0 0.67179 0.32821 0 0 

0 1.00000 

0.67179 0.32821 

0 0 

0.23509 0.76491 

0 0 0.23509 0.76491 0 0 

The absorptivity matrix A is given by 

0 

0 

0 

0 

0 

0 

1.00000 

0 

0 0 

0 0 

0 0 

0 0 

A = 

0.1 

0.1 

0.1 

0.1 

and R = I - A. 
Substituting for Q, P, R, and A into equation (19) yields 

["0.02247 0.10978 0.03717 0.18158 0 0" 

C = 

0 0 0 0 0 0 

0.03717 0.18158 0.02247 0.10978 0 0 

0. 0 0 0 0 0 

0.00979 0.21953 0.00592 0.02891 0 0 

0.00592 0.02891 0.00979 0.21953 0 0 

From equation (20) we obtain 

"0.03717 0.02247 0.29136 

B<2+)= 0.02247 0.03717 0.29136 

0.01571 0.01571 0.49689 

The absorption factor matrix for this case is 
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B = B<» + B<2 + > = 

0.03717 0.06147 0.90136 

0.06147 0.03717 0.90136 

0.04506 0.04506 0.90989 

In the above calculations the Monte Carlo method is used to 
determine the destination of energy bundles after one reflec­
tion in each dispatch. In the regular Monte Carlo method for 
the reflectivity of 0.9, the expected number of bounces before 
the energy bundle is absorbed is ten. Hence, ten bidirectional 
reflections have to be evaluated by the random sampling 
which requires considerable effort. 

To check the computer program developed for the above 
calculations it is assumed that the participating surfaces reflect 
diffusely. The resulting absorption factors based on this 
assumption are found to be close to those obtained for the dif­
fuse surfaces [6] (0.05 percent difference in 5 1 3 ) . 

Another computer program based on the stochastic 3 model 
and Monte Carlo method for determination of two bounces of 
energy bundles was developed. The calculated absorption fac­
tor matrix based on this model is 

B = B<»+B<2> + B<3 + > = 

0.03788 0.06400 0.89812 

0.06400 0.03788 0.89812 

0.04244 0.04244 0.91512 

It would be expected that the stochastic 3 model provides 
better accuracy as compared to the stochastic 2 model. 
However, since the statistical errors involved in the use of the 
Monte Carlo method in stochastic 3 model are larger than that 
of stochastic 2 model, higher stochastic model does not 
guarantee better accuracy. To demonstrate this point the 
aformentioned programs are used to calculate the absorption 
factors of the enclosure when participating surfaces reflect dif­
fusely, i.e., pd\ = pi = 0.9 and p\ = p\ =0. This is a limiting 
case for which the exact solution exists [6], Our numerical 
computations show that the average error in the resulting ab­
sorption factors using the stochastic 2 model is 1.7 percent 
while using the stochastic 3 model it is 2.3 percent. 

It is believed that the stochastic 2 model provides the best 
accuracy since the Monte Carlo method is used to evaluate 
only one bidirectional reflection; therefore, the statistical er­
rors involved are smaller than those of stochastic 3 model. The 
use of a higher order stochastic model is not justifiable 
because it introduces additional statistical error in calculating 
transition probabilities by Monte Carlo method. The present 
approach depends less on the random number generator and 
consequently provides more accurate results with less com­
puter time as compared to the direct Monte Carlo method. 

Conclusion 

The stochastic method which was developed in [6] is ex­
tended to the analysis of radiative transfer in enclosures with 
directional-bidirectional surfaces and transparent media. 
Several numerical examples have been presented to 
demonstrate the usefulness of this technique. It has been 
shown that the present method yields results identical to those 
presented in the literature [7] if the idea of bidirectional reflec­
tivity is used, which may not be readily available for most 
cases. The absorption factor 5 , j obtained can be used to 
calculate other heat transfer parameters of the enclosures. 
Some other commonly used radiation variables such as Hot-
tel's total exchange area, S,-Sy, and Bobco's 3itJ can be ob­
tained from the relationships 

^Sj = e, A, Bu and ff,-,- = e,- Bu 

The resulting absorption factors obtained from the present 
scheme automatically satisfy the following relations 

£ B,_ j « 1 and A, e, Bu } » Aj ejBJt, 

Two sides of these expressions are approximately equal in­
stead of being identical because of the statistical errors in­
volved in the Monte Carlo method for calculating the transi­
tion probabilities. In the example considered in this paper, the 
two sides of these equations are very close to each other (at 
most 0.02 percent relative difference between two sides). 
Usually, the directional components of reflectivities pc are less 
than 0.5; therefore, the assumption of / = 2 yields a 
reasonable approximation from engineering point of view. 
Unlike the case involving an enclosure with specular surfaces 
[6] the accuracy of the results is not necessarily improved by 
using higher order stochastic models. 

It should be noted that the use of the Monte Carlo method 
in this procedure is restricted to the calculation of transition 
probabilities only. Furthermore, the method is used only for 
one or two bounces of the energy bundles. It is therefore ex­
pected that the statistical errors involved in the calculations of 
this approach are much smaller than those of direct Monte 
Carlo technique in which many consecutive bounces of the 
energy bundles are evaluated. However, the statistical errors 
of stochastic models 2 and 3 caused by the Monte Carlo 
method could be reduced by using the linear regression tech­
nique to smooth away the departure from conservation [14]. 

The application of this stochastic method can be extended 
to enclosures with absorbing-emitting and anisotropically 
scattering medium. A preliminary work on the application of 
the stochastic approach to enclosures with participating 
medium is reported in [15]. 
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Radiative Transfer in 
Axisymmetric, Finite Cylindrical 
Enclosures 
A solution of the radiative transfer equation for an axisymmetric cylindrical 
enclosure containing radiatively participating gases and particles is presented. 
Nonhomogeneities of the radiative properties of the medium as well as of the radia­
tion characteristics of the boundaries are allowed for, and the boundaries are 
assumed to be diffusely emitting and reflecting. The scattering phase function is 
represented by the delta-Eddington approximation to account for highly forward 
scattering by particulates. The model for radiative transfer is based on the P ; and 
P3-spherical harmonics approximations. Numerical solutions of model equations 
are obtained using finite-difference as well as finite-element schemes. 

1 Introduction 

In order to predict the thermal performance of practical 
systems such as furnaces, boilers, combustion chambers, and 
gas turbine combustors, the radiative heat transfer must be 
modeled properly. Many of these systems can be considered as 
finite-length cylindrical enclosures. Therefore, it is desirable 
to have an accurate and reliable model for solving the 
radiative transfer equation (RTE) for finite cylindrical 
geometries containing radiation participating media. This 
model should also be compatible with finite-difference 
methods required to solve the transport equations. 

Cylindrical enclosures have one advantage in that for prac­
tical purposes they may be considered to be axisymmetric. As 
a result, the RTE is to be solved in two dimensions, rather 
than three. However, most of the studies reported in the 
literature are for one-dimensional, infinite cylindrical 
geometries (see [1] for an extensive literature survey). For 
multidimensional geometries, an up-to-date literature review 
has been published recently [2]. Here, only some of the more 
relevant studies are mentioned. 

Some exact analytical expressions for radiative transfer in 
an absorbing, emitting medium in finite and infinitely long 
cylinders [3] and an absorbing, emitting, scattering, axially 
finite but radially infinite medium are available [4]. However, 
the analyses are not appropriate for a general combustion 
chamber. The Monte Carlo method [5, 6] and the zonal 
analysis [7, 8] may also yield acceptable predictions for 
radiative heat flux distributions in a cylindrical enclosure. Un­
fortunately, these methods are not compatible with the finite-
difference equations for solving the transport equations with 
reasonable computational time and effort. An attempt to 
combine the zone method with the energy equation using 
average values has been made [8]; however, because of the 
averaging process the physical insight into the problem may be 
lost, and also the method can not be adapted to a scattering 
medium. 

In the literature, some approximations such as first-order 
spherical harmonics ( P ^ [9, 10], the two-flux model based on 
P{ [11], discrete ordinates [12], and hybrid discrete transfer 
[13] methods have been reported. Applications and com­
parisons for some of the RTE models to practical systems have 
been discussed [14]. If the radiation field is anisotropic and if 
highly forward scattering particles are present in the medium, 
higher order approximations are required, and the scattering 
phase function must be properly approximated. In only one of 
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tucky, Lexington, KY 40506 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, New Orleans, Louisiana, December 9-13, 1984. 
Manuscript received by the Heat Transfer Division February 11, 1985. 

these studies a linearly anisotropic scattering approximation 
of the medium was considered [12]. 

Recently, the third-order spherical harmonics (P3) approx­
imation has been formulated and solved for a three-
dimensional rectangular enclosure containing absorbing, emit­
ting, and highly anisotropic scattering inhomogeneous 
medium [15]. It has been shown that the P3 approximation is 
elegant, reliable, easy to use, and can be readily combined 
with finite-difference equations for determining the flow and 
temperature fields. In this paper the formulation of P , and P3 

approximations are given for a two-dimensional axisymmetric 
cylindrical enclosure. The scattering phase function is 
modeled by the delta-Eddington approximation [16], which is 
capable of simulating the highly anisotropic scattering by the 
particles. The main purpose of this paper is to present 
methodology for solving the RTE in axisymmetric, finite-
length cylindrical enclosures. 

2 Analysis 

2.1 Formulation. For an absorbing, emitting, and 
anisotropically scattering gas-particle mixture in local ther­
modynamic equilibrium, the time-independent spectral RTE 
for two-dimensional axisymmetric cylindrical enclosures is 
given by [17] 

r 1 / d I d d \ 1 

= (1 

dz< 

•o)Ib[nr,z)] 

Fig. 1 Coordinate system for a cylindrical enclosure 
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4ir 1
2?T p 7T 

/ ( / • , 

o Jo 
z, 8, <M*(0, 0, 0 ' , </>') sin 8'd0'd<t>' (1) 

The subscript X denoting spectral quantities in the RTE has 
been left off for the sake of clarity, but it is implied. In this 
equation <j> corresponds to the difference of the azimuthal 
angles 0 = </>n ~4>r (see Fig. 1). The direction cosines are given 
by 

£ = cos 4> sin sin 4> sin 0, /* = cos 0 (2) 

The delta-Eddington approximation for the phase function 
$ is written as 

$(0, <t>, 6', < n = 2/5(l - c o s VO + d -y)(l + 3g cos *) (3) 

where ^ is the scattering angle 

cos \p = £i;'+-qr]'+ MA' (4) 

and / and g are the parameters related to the coefficient of 
Legendre series expansion of the scattering phase function $ 
[15, 16]. By using the moments of the intensity, and after the 
normalizations, the RTE equation (1) can be written as 

b I a a 
r0r dcf) T0dz 

+ l]/(r, z, 6) 

= (1 - co0)I6[T(r, z)} +~^Uo + 3*«/, +1//2 + ^3)] 
47T 

(5) 

Note that the dependence of / on the azimuthal angle 4> has 
been retained. It will be eliminated later by performing the 
necessary integrations over appropriate directions. In writing 
equation (5) some steps and details of the spherical harmonics 
method have been omitted since they have already been 
reported elsewhere [15, 18, 19]. The moments of intensity are 
defined as 

Ioir.z) = 

kir, z) 

[ I(r, z, 6, 0)sin 8ddd<t> 

0 l o ^ 

(6) 

lk)I(r, z, 8, </>)sin dddd4> 

where /,-, /y-, lk are direction cosines and each of them is either 
£, t), or fi [see equation (2)]. 

The intensity distribution in the medium is given in terms of 
the moments [15]. Note that in axisymmetric cylindrical 

enclosures the same intensity distribution reported for three-
dimensional rectangular enclosures [15] can be adapted by in­
troducing the following relations (for i,j^2) 

'2 — '222 
: ^ 2 = 0 , I22- h A1 (7) 

2.2 Governing Equations. In obtaining the model equa­
tions in terms of the moments of intensity, the following 
operation is employed 

f " P [equation (5)] Y%*(6, </>)sin 0tf0oty (8) 
J<*>=o Je=o 

for n = 0, 1, . . . N and m— —n, —n+l, . . . n, where N is 
the order of the PN approximation. In this operation, the 
functions YJ" , i.e., the complex conjugate of spherical har­
monics [19], can be easily replaced with the appropriate 
multiples of direction cosines. This yields a single partial dif­
ferential equation for the Pl approximation 

[r„ + r«+-J- r f] /0 =A0G(f, z) (9) 

If the temperature distribution in a gray medium is specified 
the source term G can be expressed as 

G(r, z) = 4irTb[T(r, £)] - /<,(/% z) = -
Srn 

T 0 ( 1 - " O ) 

The coefficient A0 is given by 

A0 = 3(l-G>0)(l-u0g)T2
0 

and the V operators are defined as 

a a2 

r,= r • • = -
dXj ' u dXjdX: 

(10) 

(11) 

(12) 

where xt is either r (i= 1) or z (i= 3). 
For the P 3 approximation, after some manipulations, four 

elliptic partial differential equations are obtained in terms of 
70, / , 1, 733, and 713, moments such that 

4 4 
— r - 1 — r 
5 n 5 z 

1 / B2 14 , \ 1 

ii(l-u0)Gif,z) + Ai(f,z) (13) 

Nomenclature 

A; 

B = 

/ 

G = 

ft = 

I = 

h = 

qr 

r 

functions in equations 
(13)-(16) 
coefficients of moment 
equations, equations 
(13)-(16) 
scattering phase function 
parameter, equation (3) 
scattering phase function 
parameter, equation (3) 
normalized source term, 
equation (10) 
boundary intensities, equa­
tion (22) 
intensity 
Planck's blackbody 
function 
moments defined by equa­
tion (6) 
radiative heat flux vector 
radial coordinate 
radius of a cylindrical 
enclosure, see Fig. 1 

x 
ym 
J 11 * ym 

1 n 

Z 

z0 

« » • 

volumetric source term, 
equation (10) 
point on any boundary 
spherical harmonics 
complex conjuga te of 
spherical harmonics 
axial coordinate 
length of a cylindrical 
enclosure, see Fig. 1 
extinction coefficient 
Kronecker delta function 
emissivity 

absorption coefficient 
single scattering albedo 
= 1 - ( K / | 8 ) 
normalized albedo 
= (1 -y)co/(l -M 
azimuthal angle, see Fig. 1 
reflectivity 
Stefan-Boltzmann constant 

. normalized optical radius 
= j8(l-/«Vo 

8 = polar angle, see Fig. 1 
r = differential operators, equa­

tion (12) 
Q = solid angle, see Fig. 1 
$ = scattering phase function, 

equation (3) 
\f/ = scattering angle, equation 

(4) 

Superscripts 

d = refers to diffuse reflectivity 
i = refers to incident intensity 

or flux 
= refers to normalized coor­

dinates, equation (5) 

Subscripts 
b = 
w = 
0 = 

2, 3 = 1, 

refers to blackbody 
refers to wall properties 
refers to zeroth movement 
refers to corresponding 
moments 
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Table 1 Moments for the boundary equations, see equation 
(21) 

Moments of intensity f z -

r.. t„2 „3 

[iB6rrr + rzz+B7 -L rr - (4 -A-+ iri)]/ , , 

7 
= - ^ - T§(1 -<o0)G(/\ z H ^ r , z) (14) 

[rrA + 356rz z + B6Ar r_7T2J / 33 

7 

= —j-roV-o>o)G(f, z)+A3(r, z) (15) 

[B2Trr + B2Tzz-B2-Lvr 

-(-^T + 7lf)]In=A4(f,z) (16) 

The functions A and the coefficients i? are given in Appendix 
A. These four equations are to be solved simultaneously, 
which means that an iterative scheme must be employed to ob­
tain the solution for the four moments of the intensity. After­
wards, the other moments are obtained by using relations be­
tween the moments of intensity and the intensity [15]. 

The divergence of the radiative flux in the medium is given 
by the conservation of radiant energy equation 

V-qxrfX= V-q = S(r, z~) (17) 

where S is the net volumetric rate of radiant energy emission 
or absorption in the medium and is defined by equation (10). 
Using the first moment of intensity, the radiative flux distribu­
tion can be expressed as 

qi(r,z) = Ii(r,z) (18) 

where i is either 1 (= f direction) or 3 (= z direction). For the 
P\ approximation, I, is given in terms of the zeroth order of 
moment 

3T0(l-co0g) 

For the P3 approximation, it can be expressed as 

To(l-u0£) L 

- y ( / o - / i i - / 3 3 ) ] (20) 

where 8n is the Kronecker delta function. 

2.3 Boundary Conditions. There are two different type of 
boundary conditions, namely, Mark's and Marshak's, which 
are to be used with the spherical harmonics approximations 
[17-19]. For the lower order approximations, such as Pt or 
P 3 , Marshak's boundary condition is preferable over Mark's 
and is obtained by taking the integral of the intensity over the 
appropriate hemispheres such that 

( I(xw,Q)r2"„_1(.Q)dQ=\ Aw(*w.O)y2,-i(0)<ffl (21) 

where Y2V1 a r e spherical harmonics, and « = 1 , 2, . . . , 
(A^+ l)/2, and — 2«+ 1 < m < 2«+ 1. Here, h„ corresponds 

z z 
Fig. 2 Comparison of P-\ and P3 approximation results with exact 
numerical results [3] for different optical radii, at f = 1: Tw =0 , f „ = 1, 
fo = 1 m,z0 = 2 m 

to the intensity at a diffusely emitting and reflecting opaque 
boundary and is given by 

hw(xm 0) = e „ / 4 ( r j + pd
w I' (xw, 0) (22) 

The explicit forms of the boundary conditions at the walls 
required for an axisymmetric enclosure are similar to the ex­
pressions for a rectangular enclosure [15]. Therefore, they are 
not repeated here. At the centerline the symmetry conditions 
are used. The appropriate moments for boundary equations 
are listed in Table 1. It is worth noting that the multiplying 
factor for zeroth movement I0 is obtained from the second 
relation given by equation (7). The other multiplying factors 
are similar to those used before [15]. 

2.4 Method of Solution. The governing equations, equa­
tion (9) for the Px approximation, and equations (13)—(16) for 
the P3 approximation, are elliptic, linear partial differential 
equations. It is possible to solve the P , approximation equa­
tion analytically after some simplifying assumptions (see, e.g., 
[9, 10, 20]). However, if the source or temperature distribu­
tion in the medium and of the boundaries are nonuniform and 
if the radiative properties are nonhomogeneous, which is the 
case for practical systems, then an exact analytical solution is 
not possible. No analytical solution appears to be available for 
solving the four P3 approximation equations simultaneously. 
Therefore, all of the results reported in this paper have been 
obtained numerically, either by a finite difference or a finite 
element scheme using a general computer code ELLPACK 
[21]. This code has been successfully employed in obtaining 
the numerical results for three-dimensional rectangular 
enclosures [15]. 

The results obtained for the Pl approximation can be used 
to initiate the P 3 approximation solution, and equations 
(13)-(16) are solved simultaneously. The numerical results for 
the heat flux distributions are compared with the results for 
the previous iteration. When a predetermined convergence 
criterion is satisfied, the iteration is terminated. In the 
numerical calculations the mixed moment, i.e., In equation 
(16), has been left out of the solution scheme by assuming that 
713 = 0 everywhere in the medium. The main reason for this is 
the numerical instability caused by the double first-order 
derivatives of In moment in the governing equations near the 
singularity at f= 0. Unless a more stable numerical scheme is 
developed, the solution for the I[} moment does not appear to 
be warranted as it improves the results little. 

3 Results and Discussion 

The predictions based on the Px and P 3 approximations for 
a finite cylindrical, black wall enclosure containing an absorb­
ing and emitting medium are compared with the "exact" 
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60 
O Measured Values [23] 

—- P,-Approximation 

— S4-Approximation [12] 

1.0 2.0 3.0 4.0 5.0 

[m] 
Fig. 3 Comparison of local radiative fluxes at the wall (f = 1) based on 
P3 approximation results for a combustion chamber with experimental 
data [23] and discrete ordinates model [12]: r0 = 0.45 m, z0 = 5.1 m 

numerical results [3] in Fig. 2. The normalized heat fluxes ob­
tained from the P 3 approximation in the axial and radial direc­
tions are generally in good agreement with those based on the 
exact analysis. By doubling the number of grid points, a slight 
increase in the radiative fluxes was obtained. Note that if the 
optical radius of the medium is large, then the finer grid 
scheme yields more accurate predictions. The finite element 
solutions of the P 3 approximation for T0 = 1.0 and 5.0 were 
not distinguishable from the exact results. On the other hand, 
for T0 = 0.1, both finite-element and finite-difference schemes 
gave the same numerical values for the wall heat fluxes. 

All of the Px approximation results shown in Fig. 2 were ob­
tained by the finite-element scheme. For the thin medium, i.e., 
T 0 = 0 . 1 , the Pl predictions were identical to those of the P 3 

approximation. However, for r0 = 5.0, it overpredicted the 
normalized heat fluxes and yielded values greater than unity 
near z = 0. The same unrealistic behavior of the P , approxima­
tion was also observed in a one-dimensional planar medium 
[22], 

The P3 approximation predictions are compared with the 
experimental data in Fig. 3 for a water-cooled cylindrical fur­
nace [23]. The cylindrical walls are taken to be at a 
temperature of 425 K and to have an emissivity of 0.8. The end 
walls are at 300 K and are assumed to be black. The gray ab­
sorption coefficient is assumed to be 0.3 m~ ! [12], and the 
temperature distribution in the medium is specified. The 
results based on the P 3 approximation shown in Fig. 3 follow 
the same trend as the data. The model predicts the location of 
peak heat flux accurately; however, the magnitude is under-
predicted. Comparison of the results with the S4-discrete or­
dinates approximation shows that, except near the peak heat 
flux, the P3 approximation predictions are close to the results 
based on the S4 method [12]. The difference between the ex­
perimental data and the P 3 results is at most 15 percent. It is 
believed that this deviation is mainly because of the small op­
tical radius of the medium (T0 =0.135 in the radial direction). 
It was pointed out before that the P 3 approximation yields ac­
curate results if the optical thickness of the medium is greater 
than or on the order of unity [15, 24]. Note that these calcula­
tions were performed by assuming that the gas absorption 
coefficient was temperature independent and constant 
throughout the medium. Indeed, it is difficult to justify this 
assumption physically, and also it is difficult to imagine how a 
single valued absorption coefficient can be chosen to model a 
real furnace. In order to examine the sensitivity of the P3 ap­
proximation predictions to the gray absorption coefficient, 
calculations were also performed for K = 0 . 3 5 m _ 1 . As seen 

0.000 
0.2 0.4 0.6 0.8 1.0 

'Ac-
Fig. 4 Comparison of P-\ and P3 approximation results with exact 
benchmark solution [25]: r 0 =0 .1 m, z0 = 1.0 m, 0 = 1.0 m ~ 1 , to = 0.5, 
Tw =0, cw = '\ (m refers to Marshak's boundary conditions, a refers to 
analytical boundary conditions). 

from Fig. 3, this yielded, in general, better agreement with the 
data. 

In pulverized coal-fired furnaces the contribution of scatter­
ing particles to the radiative heat transfer is very important 
and must be accounted for. Therefore, it is desirable to 
evaluate the accuracy of the model for a scattering medium. 
Recently, Crosbie and Farrell [25] have obtained benchmark 
solutions for an isotropically scattering, nonemitting, 
homogeneous medium in a finite cylindrical enclosure with 
cold black walls subject to a diffuse radiant flux incident on 
one end. In Fig. 4, the predictions based on the P , and P 3 ap­
proximations are compared with the benchmark results. Since 
the walls are black and cold, it is possible to include the effect 
of uniform diffuse radiation flux incident on one end of the 
cylinder using a direct integration method. The corresponding 
integrals have been solved numerically employing a ten-point 
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0.5 
f 

Fig. 5 Effect of scattering on the wall (f=J-0) radiative heat flux 
predictions of the P3 approximation: /5 = 1 m , iw = 0.7, Tw = 500 K, 
r0 = 1 m,ZQ = 6 m 

Gaussian quadrature scheme. Additional numerical results 
and comparisons with benchmark solutions are available 
elsewhere [26]. 

The importance of scattering on the wall heat fluxes in a 
medium with nonuniform temperature distribution is exam­
ined in Fig. 5. The assumed temperature distribution in the 
medium as well as the dimensions of the enclosure and the 
radiative properties are shown on the figure. The radiative 
heat flux at the walls decreases with increased scattering, and 
more uniform distributions of the fluxes are obtained. This is 
expected, since with increasing w the emission by the medium 
becomes less important in comparison to multiple scattering 
[see equation (1)]. Note that the effect of scattering albedo u 
on the radial heat flux is more pronounced near the region 
where the temperature is high. It is clear from Fig. 5 that if 
scattering in the medium is neglected, the wall heat fluxes 
would be overpredicted by as much as 50 to 60 percent. 

The effect of scattering phase functions (or the type of par­
ticles in the medium) on radiative heat flux distribution at the 
walls is shown in Fig. 6, for the same physical model given in 
Fig. 5. The parameters/and g [see equation (3a)] of the delta-
Eddington phase function model are evaluated from the com­
plete phase functions obtained from Mie theory for three dif­
ferent poly dispersions. It is worth noting that the effect of 
anisotropic scattering on the radiative heat flux distribution at 
the cylindrical walls is not very critical. However, at the end 
walls, the change in heat fluxes can be as high as 20 to 40 per­
cent. This small effect of anisotropic scattering by the particles 
on radiative heat fluxes is due to the cool walls. It is clear that, 
if the chamber wall temperatures are not much different from 
each other and not very high, the medium may be assumed 
isotropically scattering, and this assumption may not cause 
significant error in radiative heat flux predictions at the side 
walls. However, when there is a directional anisotropy in the 
radiative field, which is along the axial direction in this 
problem, then the effect of highly forward scattering becomes 
more pronounced in that direction. Because of this, the radia-

200 

160 
•5 i 

E 
^ 120 

* 80 

40 

' ' ' PF ' ' ' 'f ' 
o oo 
I ~ 0.1 II 
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1 1 1 1 1 1 1 1 1 

1 - • 1 
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Fig. 6 Effect of scattering phase function on the wall (r = 1.0) radiative 
heat flux predictions of the P3 approximation: (3 = 1 m" 
Tw = 500 K, fo = 1 rn, z 0 = 6 m 

= 0.7, 

tion fluxes calculated at the end walls show dramatic changes 
for different phase function model parameters. 

In the paper only the heat flux distributions at the walls are 
reported. However, in most engineering applications, the 
divergence of the radiative flux vector in the medium is re­
quired [see equation (17)] for coupling the RTE with the 
energy equation. Such divergence calculations have been 
reported for a cylindrical pulverized coal-fired furnace [26]. 

Most of the results reported in this paper required seven to 
nine iterations. For an 11 X 21 grid scheme the required CPU 
time on Vax-11/780 digital computer for a finite difference 
solution was about 250 s. For the same grid scheme, the solu­
tion using a finite element technique was obtained in about 
3500 s. 

4 Conclusions 

A two-dimensional axisymmetric radiative transfer model 
for an absorbing, emitting, and anisotropically scattering 
nonhomogeneous medium, based on the third-order spherical 
harmonics approximation, has been developed. The governing 
differential equations were solved numerically by finite-
difference as well as finite-element techniques. The computer 
time requirements show that the finite-difference solution of 
the model can be used successfully for accurate radiative heat 
flux predictions in combustion chambers. The model is com­
patible with available algorithms for solving the transport 
equations. Accounting for the nonhomogeneous radiative 
properties due to concentration and temperature variations in 
the medium and anisotropic scattering due to particulates 
yields more reliable heat transfer predictions by the model. 

The P3 approximation is sufficiently accurate for physical 
systems for which the optical thickness is greater than or on 
the order of 0.5 and yields improved radiative flux predictions 
over the P t approximation. It is shown that its accuracy can be 
further improved by using well-defined boundary relations, 
instead of Marshak's somewhat arbitrary boundary condi­
tions. Also, when the mixed moment In is included in the 
solution scheme, somewhat more accurate predictions would 
be expected. 
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A P P E N D I X 

In this appendix, the functions A and the coefficients B of 
the governing equations of the P3 approximation are given. 
They are 

A{(r, z)= [-B0Vrr + Tzz-B, -J- r , - (4 - ^ - + 7^)]/ , 

+ [r„ - B0Ta + B0 -L Tr - (l - A - + Irl) 733 

-[2B,Vrz+B5Tz]In 

A2(r, Z) = [ - | - Frr +~ Vzz+B, ~ Yr 

- [ f i 4 r a + i i , l r r - 2 A ] 

-[55r„+54ArJ/13 

(Al) 

B2 , 7 2 * +— ' # ° 

(A2) 

A^r, z)=[-^- r r ,+^ - T„+BW - i - rr—^- T0]/0 

-54[r„+JL rr]iu -B5 [r r e+-^ r j / 1 3 (A3) 

A<(f, z-)=[Ar re+i}6 J_rJ / 0 

-B6 [vrz+-^-rJ/u -B6 [r„+-i-rJ/33 (A4) 

where 

a = «o£ / ( l -« 0 g) , Bo = (7a/5), 5 , = (3/5 + B0), 

B2 = (3+B0), B, = (6 + 5B0), B4 = (l+B0), 

B5 = (6 + 4B0), B6 = (2 + B0), B7 = (12 + 7B0), 

Bs = (26/5 + 3B0), B9 = (S + 3B0), B10 = (6/5 + B0) 
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Free Correction in a Two-
Dimensional Porous Loop 
A study .is made of the natural convection in an annular porous layer having an 
isothermal inner boundary and its outer boundary subjected to a thermal 
stratification arbitrarily oriented with respect to gravity. For such conditions, no 
symmetry can be expected for the flow and temperature fields with respect to the 
vertical diameter and the whole circular region must be considered. Two-
dimensional steady-state solutions are sought by perturbation and numerical ap­
proaches. Results obtained indicate that the circulating flow around the annulus 
attains its maximum strength when the stratification is horizontal (heating from the 
side). This circulating flow is responsible for an important heat exchange between 
the porous layer and its external surroundings. The flow field is also characterized 
by the presence of two convective cells near the inner boundary, giving rise to flow 
reversal on this surface. When the maximum temperature on the outer boundary is 
at the bottom of the cavity, the convective motion becomes potentially unstable; for 
a Rayleigh number below 80, there exists a steady-state solution symmetrical with 
respect to both vertical and horizontal axes; for a Rayleigh number above 80, an 
unsteady periodic situation develops with the circulating flow alternating its 
direction around the annulus. 

1 Introduction 

Many studies have been conducted in the past on closed 
loop thermosyphons. In particular Creveling et al. [1] have 
studied experimentally and analytically the case of a vertical 
toroidal loop, heated from below and maintained at a con­
stant temperature in the upper half. Some of their ex­
perimental results showed unsteadiness with the flow reversal. 
A one-dimensional analytical approach was developed to 
interpret the experimental results. Damerell and Schoenhals 
[2] have reconsidered the same problem for various angular 
positions of the heated and cooled sections. They have 
reported the presence of velocity profiles with reverse flow 
features in their experiments. More recently, Mertol et al. [3] 
have formulated for the same problem a two-dimensional 
model that neglects the radial velocity component. An ex­
tension of this work [4] describes the transient behavior of the 
toroidal loop. Bau and Torrance [5] have studied ex­
perimentally, within the framework of a one-dimensional 
model, the case of an open loop filled with a porous material. 
In all past studies where the fluid was heated from below, 
symmetry conditions were such that the circulating flow in the 
loop could develop in either direction with essentially equal 
probability. 

The present study considers the two-dimensional free 
convection taking place in a saturated porous layer of annular 
shape with externally imposed temperatures on the bound­
aries. While the inner boundary is maintained at a constant 
uniform temperature, a thermal stratification of arbitrary 
orientation is imposed on the outer boundary. Consequently, 
the symmetry hypothesis with respect to the vertical diameter 
cannot be applied and the entire annular region must be 
considered, allowing for the possibility of a net circulation 
flow around the cavity. The main purpose of this study is to 
determine steady-state solutions, whenever they exist, of the 
flow and temperature fields for various imposed temperature 
distributions on the outer boundary. 

Singh and Elliott [6] have already considered the free 
convection in a fluid contained between two horizontal 
concentric cylinders with the outer boundary subjected to a 
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thermal stratification. However, their perturbation solution is 
limited to the case of stable vertical stratification for which a 
symmetry exists with respect to the vertical diameter and for 
which no circulating flow can develop. 

2 Mathematical Model 

The geometry of the problem is shown in Fig. 1. Inner and 
outer boundaries with corresponding radii /•,' and r0' do not 
intersect and define a doubly connected region filled with a 
saturated porous medium. In fact, owing to the absence of 
corner effects, this particular geometry represents the most 
attractive form of a doubly connected region to be considered 
for free convection. While the inner boundary is maintained 
at a uniform temperature T/, a temperature distribution of 
the form 

ro' = 7y+Arcos«>-0o) (i) 
is imposed on the outer boundary so that extrema in tem­
perature occur at opposite locations on this boundary, on a 
diameter oriented at an angle 4>0 (heating phase angle, [7]) 
with the gravity direction. The Darcy-Oberbeck-Boussinesq 
approximations can be applied to the present problem. A 

Ti = TJ + &T cos(<£-<£0) 

Fig. 1 Flow geometry and coordinate system 
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discussion on the validity and the limits of those ap­
proximations is given in [8]. The governing equations are 

V 

vv=o 
K 
i" 

(p'g-Vp') 

(pc)p— +o>c)/(V'.v)r --kv2r 

(2) 

(3) 

(4) 

P ' = p / [ l - / 3 ( r - 7 y ) ] (5) 

where g is the gravitational acceleration; V, p', 7", p', /x, 
and (pc)f are the filtration velocity, pressure, temperature, 
density, viscosity, and heat capacity of the fluid, respectively; 
K is the permeability of the saturated porous medium; 0 is the 
thermal expansion coefficient, and (pc)p and k are the heat 
capacity and the effective thermal conductivity of the porous 
medium. By scaling time, length, velocity, temperature, and 
pressure with (pc)p/-,-

2/£, /•,•', k/rj'(pc)f, AT and (pc)fK/kfx, 
respectively, the following dimensionless equations can be 
obtained 

v.v=o 
V= ^Tg-Vp 

dT 
+ ( W ) r = V2T 

(6) 

(7) 

(8) 

with Ra = Kg&(pc)^/ ATIvk being defined as an internal 
Rayleigh number. The initial and boundary conditions for 
temperature and velocity are 

, < 0 : T=^=Vr=Vt=0 

for 1 <r<R andO<0<27r (9a) 

V>0: T=0;Vr=0 

f o r r = l and0<</><27r 

T= cos (<£-<£„); Vr = 0 

(9b) 

(9c) forr=^andO<(/>s2Tr 

where R = r0''//•,•' is the radius ratio of the annulus. It is 
possible to eliminate the pressure term of equation (7) in the 
usual way, i.e., by differentiating the equations of motion and 
subtracting one from the other. By expressing Vr and V^ in 
terms of the stream function 

equation (7) becomes 

where 

Vr = 

v* = 

1 d$ 

r d<t> 

= ~ Tr 

2iA = R a £ ( 7 ) 

(10a) 

(10b) 

(11) 

v z = A d 

r dr (ri) + -
and 

£( ): 
d cos0 

= sin (t>— + 
or r 

d 

The boundary conditions (9b, c) for the velocity imply that 
the stream function \p must be constant on each boundary 

*=*„ r=l 
t = t0; r = R 

0<<j><2ir 

0 < ^ < 2 i r 
(12) 

When \p0 is set to zero, ,̂- corresponds to the circulating flow 
around the annulus. Different i/<,- lead to different solutions 
for equations (8) and (11), one of which satisfies the original 
Darcy-Oberbeck-Boussinesq equation (7). In fact, by in­
troducing the stream function, one has to keep in mind that 
the derivatives of equation (7) are increased by one order and 
that one more degree of freedom is introduced in the new 
equation (11). The additional boundary condition required to 
determine the solution is that of periodicity, i.e., 
f(4> + 2ir)=f((j>) where/stands for any physical variable. In 
particular, the pressure must be periodic (in the absence of a 
pump). As a consequence, by integrating equation (7) along a 
closed circular loop, we obtain 

- J ; Vid* = 

"0 

- R a r i ZTT 

T sin 4>d4> 

Ra R-K sin 4>0 

r=\ 

\<r<R (13) 

r=R 

where T is the hydrodynamic circulation. More generally, Y 
must be zero on any closed loop corresponding to an 
isotherm. Hence, there ought to be a flow reversal on such a 
loop, except for the trivial case where the tangential velocity is 
zero everywhere. 

N o m e n c l a t u r e 

g = gravitational 
ms~2 

acceleration, 

K = permeability of the porous 
medium, m 2 

k = thermal conductivity of the 
saturated porous medium, 
J s - ' m - ' K " 1 

Nu = overal l Nusselt number 
defined by equations (29) 
and (30) 
dimensionless pressure 
=p'K(pc)//fik 
local heat flux 
dimensionless coordinate 
= / • ' / > , • ' 

R = radius ratio = r0 V r , ' 
Ra = internal Rayleigh number 

/ = dimensionless time 
= t'k/ri'

2(pc)p 

P = 

Q = 
r = 

T = dimensionless temper­
ature = (V - T-, ')/AT 

AT = half the temperature dif­
ference between the hottest 
and coldest points on the 
boundary 

V = dimensionless velocity 
= \'r,'0>c)//k 

Vr = dimensionless velocity 
component in r direction 

V^ = dimensionless velocity 
component in 4> direction 

a = thermal diffusivity of the 
saturated porous medium, 
m 2 s _ 1 

13 = thermal expansion coef­
ficient, IC"1 

T = hydrodynamic circulation 

V 

V 

p 
(pC)f 

(PC)p 

* 
* 

= dynamic viscosity of fluid, 
k g m ~ ' s" 1 

= kinematic viscosity of fluid, 

m s 
= density of fluid, kg m ~3 

= specific heat capacity of 
fluid, J m - 3 K - ' 

= heat capacity of saturated 
porous medium, J m ~3 K ~' 

= angular coordinate 
= d imens ion less s t ream 

function = \p' (pc){lk 

Superscripts 
' 
* 

— 

= dimensional variable 
= pure conduction 
= average value 

Subscripts 
/ = value on inner cylinder 

o = value on outer cylinder 
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Equations (8) and (11), together with the boundary con­
ditions (9), (12), and (13), completely determine the solution 
of the problem in terms of the Rayleigh number Ra, the radius 
ratio R, and the angle of stratification 4>0. 

3 Methods of Solution 

At low Rayleigh numbers, perturbation solutions, with the 
pure conduction temperature field as a starting point, may be 
used to obtain approximations of the flow and temperature 
fields. At higher Rayleigh numbers, solutions of the gov­
erning equations require a numerical approach. 

3.1 Perturbation Approach. We attempt to solve the 
steady-state form of equations (8) and (11) subject to con­
ditions (9) and (12) by expansions in powers of Ra. For the 
solution we assume the form 

+ [/351/-
4 + /3 5 2 / - 4 +fe+&4 ' - 2 

*= 2>a'<\U/-, <j>) 

00 

T= ^ R a " 7,, (/•,<« 

It can be easily shown that 

R 
T = 

R2-l 
(r-r ') cos (4>-<t>0) 

^ o = 0 

(14) 

(15) 

(16a) 

(166) 

Thus the expansion is about the pure conduction state. 
Substitution of equations (14) and (15) into equations (8) and 
(11) and collection of like power terms yields, for n>\, a 
sequence of linear equations for successive \p„ and T„, i.e., 

V H„ = Ra (sin 4> — + cos </> — ) T, 

v2r, ; - n ^ 

d+j d 
dr n 

(17) 

(18) 
J=0 x rd<t> dr 

For the purpose of this study, a two-term expansion has 
been obtained for the temperature and flow fields, such that: 

r=r0+Rar, 
and 

i/- = Rai/'1 +Ra2i/<2 

where 

1 / R \f[r2-R2 / l . 

^ = 2V^3TnL-2--ln^Jsm</>° 
Vr2+(R/r)2 11 1 

T, =[a 1 1 / -+a 1 2 / - 1 +a13(/--/ '~1)ln r 

+ ai4r~i +alir']cos <f> 

+ [a2lr+a22r~i + (a23/-+a24/-"1)ln r 

+ a25r3] sin (4>-4>o) 

+ ta31/-3+a32/-3+Q:33/--1 +aMr] cos (3<£-0o) 

and 

^2 = Wn'a + Pl2r
2ln r+^Qn r)2+13^] cos <k0 

+ W2lr
2 + (322r-2+l323+f124ln r+(325r

2ln r 

+ /326/-2ln/-+/327r4] sin 2<j> 

+ [/331/-
2 + /332/--2+/333+i334ln/-

+ /335r2ln/-+/336/-4]cos(2</>-0o) 

+ P45r
2\nr] sin(20-2</)o) 

+ 055#-2]sin (44>-24>0) + f36l +/362ln r (21) 

Coefficients a}j and /3,y are rather lengthy expressions of R 
and 4>0 and are not written explicitly here. Readers interested 
in those coefficients are invited to write to the authors. 

3.2 Numerical Approach. Finite-difference techniques 
with regular mesh size (18x36) were used in the numerical 
approach to discretize the entire annulus. The Poisson 
equation (11) was solved by the method of successive 
overrelaxation. The energy equation, in its time-dependent 
form (8), was solved by an alternating direction implicit 
method. Central differences were used in the numerical 
formulation of the advective terms. 

4>i must be corrected at each time step in order for condition 
(13) to be satisfied. An alternative to condition (13) consists in 
establishing a corrected flow from the first moment 

I r2V<t,drd4>=-R&\ \ r2Tsm 4>drd4> (22) 

Equation (22) expresses the torque equilibrium with respect to 
the geometric center between the gravity forces arising from 
density differences and the viscous forces encountered by the 
fluid moving through the porous medium. Equation (22) must 
be satisfied at each time step. Otherwise a compensating flow 
Ai//, around the annulus must be introduced. Assuming a 
uniform velocity AV^ in r and 4> directions for this flow leads 
to the following estimate 

A0. '=-1 (^rki)If J>^+Rars in ***** (23) 

Thus equation (23) provides a way to adjust the value of 4>i 
until (22) is satisfied. For fast convergence to the steady-state 
solution, it was found sufficient to correct ,̂- through 
equation (23) just once at each time step. The steady state was 
defined based on the following criteria 

U | « + l _ 1,/, I" ' Y ' max ' Y ' ma 

1 Y 'ma 
<io-

where n refers to the time step. 
The numerical approach was tested to reproduce standard 

cases in the literature for which symmetry conditions are 
assumed and a half cavity is considered. For instance the 
Nusselt numbers obtained from the present method 
correspond within 3 percent to the values mentioned in 
Caltagirone's paper [9]. A more detailed comparison between 
the results of the present numerical approach and those of 
Caltagirone can be found in [10]. 

(19) 4 Results and Discussion 

4.1 Temperature and Flow Fields. On Fig. 2 are shown 
the steady-state flow and temperature fields obtained 
numerically for different heating phase angles 4>0 between 0 
and IT. At <j>0 = 0 and ir, the streamlines and isotherms are 
observed to be symmetrical with respect to the vertical and 
horizontal diameter. These symmetry characteristics arise 

(20) from the fact that the governing equations (8) and (11), 
together with the boundary conditions (9b), become invariant 
under the transformations 

(/•,</>, T, t~r, -</., T, -+) (24a) 

(r, </», T, t-r, *-<!>, -T, - 0 (246) 

Identical results to Figs. 2(a) and 2(f) may be obtained from 
a numerical approach involving the half cavity [11], since the 
circulating flow \pi is zero for those two figures. For </>0 =0 , 
the upper half of the outer cylinder is relatively hotter than the 
inner cylinder while its lower half is relatively colder. Con­
sequently the fluid will rise along the upper half of the outer 
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Fig. 2(a) ^ = 0; ̂ m a x = 1.35; ^m i n = -1.35; <A0 = 0 Fig. 2(d) 4,; = -11.34; ^ m a x = 0; ̂ m i n = -12.15, <*>„ = TT/2 

Fig. 2(b) 0.87; ,/.„ = 0.58;^n -2.16; 4> 0 =TT/32 Fig. 2(e) +, =5.80; ^ m a x = 1.08; ^m i n 31 TT/32 

Fig. 2(c) 3.43; V-n = 3.79; v - 3.79; 0O 

Fig. 2 Flow and temperature field for different values of </>0, obtained 
from numerical results (Ra = 60 and R = 2) 

cylinder and descend along its lower half. This convective 
motion straightens the isotherms and tends to establish a 
stable vertical stratification, except in the vicinity of the 
boundaries. 

At 4>0 =
 7r» t n e thermal stratification is potentially unstable 

and the problem becomes much more complicated. As 
mentioned in [11], there exist three convective regimes, 
namely, quadricellular, multicellular, and oscillating. For 
0<Ra<40, the steady-state solution consists of four mirror 
image cells in the whole cavity. In fact the fluid motion as well 
as its effects on the temperature distribution are opposite to 
the previous case of stable configuration (4>0=Q). For 
40<Ra<80 there still exists a steady fluid motion but ad­
ditional symmetric vortices are created above and below the 
horizontal axis (Fig. 2/). The appearance of these additional 
cells was found to be unaffected by refining the mesh size. 
Their occurrence must be related to the particular distortion 
produced on the isotherms by the main flow: It is seen in Fig. 
2(f) that the horizontal temperature gradient changes its sign 
somewhere between the inner and the outer boundary. Such a 
behavior promotes the formation of these additional cells. 
For Ra>80, no steady-state solution can be reached but a 
periodic time-dependent flow regime occurs with a circulating 
flow i/<, reversing its direction. Such a threshold in the 
Rayleigh number beyond which there can be no more steady 
flow is not limited to <$>0 = x. In fact potential instability (cold 
fluid above hot fluid) exists for <?i0>ir/2. However this 
threshold reaches its minimum value at this particular angle. 
A thorough study of the oscillating regime is beyond the scope 
of the present work and will be treated in a subsequent article. 

The presence of a stability limit and the periodic flow 
occurring above that limit are a strong incentive to relate the 
present problem to previous works on toroidal ther-
mosyphons [1-4]. However, in an attempt to establish such 
comparisons, one must remember that the present problem 
deals with a saturated porous medium whereas the previous 
studies treated a fluid medium. Also the geometry and the 
thermal boundary conditions considered here are different. In 
addition, the references cited above dealt with convection 
regimes well above the threshold level beyond which there is a 
circulating flow within the torus. In the present study, the 
circulating flow obtained numerically was just above the 
threshold (Ra = 80) and its nature was found to be strongly 
dependent on the imposed thermal boundary conditions. For 
instance, adiabatic rather than isothermal boundary con­
ditions were found to produce a steady-state circulating flow. 

The sequence of Figs. 2(b) to 2(e) shows how the circulating 
flow develops when <j>0 is increased from zero to ir. For all 
these figures, the symmetry with respect to both horizontal 
and vertical diameters diameters has disappeared. There 
remains a symmetry with respect to the center, or cen-
trosymmetry, for the set of streamlines and isotherms, in 
agreement with the invariance property of equations (8) and 
(11) together with the boundary condition (9), that exists for 
any 4>0, under the transformation 

T(r, </>)=- T(r, <t> + ir) (25a) 

W, </>) = Mr, <J> + ir) (25b) 

In Fig. 2(b), the flow pattern contains two vortices 
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responsible for flow reversal on the outer boundary. Beyond a 
critical value 4>oc of the heating phase angle, these vortices 
disappear (Figs. 2c and 2d). The term 4>oc for the pure con­
duction regime may be determined from the first-order 
perturbation solution. From equation (19) the velocities along 
the inner and outer boundaries may be deduced to be 

R R a r / # 2 - l \ 

\ /R2-l\ 1 
+ J?(jFM)8mC2*-*")J 

R Ra 

(26a) 

(266) 

It follows from equation (26a) that flow reversal near the 
outer boundary exists only when the following condition 

sin0o<l/CR2 + l) (27) 

is satisfied. On the other hand, for any single angle 4>0 it is 
seen from (266) that the flow direction near the inner 
boundary must reverse twice from 4> = 0 to ir. Thus the main 
circulating flow around the annulus must always contain two 
primary cells of opposite location near the inner boundary 
and this characteristic of the flow field is preserved for any 
aspect ratio. 

According to equation (27), the flow reversal near the outer 
boundary should reappear when <j>0 approaches ir. More 
generally from equation (19) it can be readily verified that 
symmetrical results with respect to the horizontal diameter are 
obtained when <j>0 is replaced by (7r-</>0). The two vortices 
creating the flow reversal on the outer boundary have 
reappeared in Fig. 2(e). However, important asymmetry 
effects are evident when comparison is made between this last 
flow pattern and the one in Fig. 2(b). Asymmetry arises from 
higher-order interaction between the velocity and temperature 
fields. It is worth mentioning at this point that similar flow 
reversals with recirculation cells have been experimentally 
observed [2, 12] in the three-dimensional case of a toroidal 
thermosyphon. For the present problem and its specific 
thermal boundary conditions, the occurrence of the flow 
reversals with recirculation cells is due to conditions (13) 
imposed on the circulation and the resulting inequality (27). 

Although a detailed numerical study of the radius ratio R 
has not been made, it must be pointed out that the recir­
culation cells are a fundamental feature of the present 
problem. For instance, as evidenced by equation (26b) ob­
tained from the perturbation approach, the inner cells do exist 
for any 4>0, independently of the value of R. A few numerical 
tests undertaken within the framework of the present study 
(not presented here) confirm that fact. 

The circulating flow \(/h a function of the heating phase 
angle <j>0 and the Rayleigh number, is shown in Figs. 3(a-c). 
The numerical and analytical predictions for a Rayleigh 
number of 10 may be compared in Fig. 3(a). It can be seen in 
this figure that the addition of the second-order effect 
reproduces quite well the asymmetry with respect to 7r/2, 
observed in the numerical results. However, as shown in Fig. 
3(6), where the circulating flow for $0 = TT/2 is given as a 
function of Ra, discrepancies between numerical and 
analytical results develop rapidly when Ra is increased. This 
condition is due to the natural, inherent limitation of the 
perturbation technique. Numerical results for the circulating 
flow, up to Ra = 200, are given in Fig. 3(c). It is seen that the 
circulating flow, at any fixed angle (j>0, remains strongly 
dependent of Ra. It is also noticed that the distortion from the 
sinusoidal shape of the conduction regime in Fig. 3(a) is 
amplified at higher Ra. As mentioned earlier, above Ra = 80, 
an oscillating regime characterizes the flow when 4>0 is in the 

t 

FIRST ORDER 
SECOND ORDER 

° NUMERICAL RESULTS 

Fig. 3(a) Comparison between analytical and numerical results for 
Re = 10andR = 2 

Fig. 3(b) Comparison between analytical and numerical results for 
4>0 = *72 and fl = 2 

Fig. 3(c) Numerical results (R = 2) 

Fig. 3 Circulating flow around the cavity 

neighborhood of T; hence the curves corresponding to 
Ra = 100 and 200 do not extend to it. 

Figure 3 presents steady-state flows below the threshold 
level for oscillations. In particular, for <t>0 = ir and 0 < Ra < 80, 
the fluid motion is generated by the horizontal temperature 
gradients originating from the imposed thermal boundary 
conditions; the potential instability, i.e., the cold fluid above 
the hot fluid, is insufficient to destroy the symmetry observed 
in Fig. 2(f) and to induce a circulating flow. Consequently, 
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Fig. 4(a) Local heat flux along the outer boundary (Ra = 60 and R = 2) 

Fig. 4(b) Nusselt number function of <j>0 and Ra (ft = 2) 

Fig. 4 Heat transfer through the outer boundary from numerical 
results 

for Ra < 80, the maximum value of the circulating flow has to 
be produced by "side heating." 

4.2 Heat Transfer. Some quantities of interest are the 
dimensionless local heat fluxes through the inner and outer 
boundaries, defined respectively as 

Q,= 

Q0 = 

dT 

~dr 

dT 

dr \r=R 

(28a) 

(286) 

Q0, corresponding to Ra = 60 and to 4> = 0, ir/2, and IT, is 
given in Figs. 4(a) and 4(b). The choice of the abscissa 
facilitates the comparison with the pure conduction curve. 
The circulating flow is zero for a heating phase angle of 0 and 
•K. Corresponding Q0 curves are symmetrical with respect to 
the vertical diameter and antisymmetrical with respect to the 
horizontal diameter, in agreement with relationships (24a, b). 

The presence of a circulating flow different from zero, for 
4>0 = TT/2, is seen to enhance the local heat flux. 

As a consequence of the centrosymmetrical behavior, the 
integration of Q, and Q0 over the inner and outer boundary, 
respectively, must be zero, which means that there is no net 
heat transfer at both inner and outer boundaries. Each curve 
in Fig. 4(a) fulfills that condition, including the one 
corresponding to <t>0 = 7i72. In fact, for any value of </>0, the 
net heat flux integrated over each of the two circular bound­
aries is zero. Nevertheless it is possible to introduce overall 
Nusselt numbers of the form 

NU; = 
1 

4irNu i2n 

0 

dT 

~dr 

N U o = 4 ^ N u - *„ Jo 3r 

d<t> 

Rd<j> 

where 

Nu*. = 

Nu* 

= 1 [ 2 

' 27T JO 

2ir J 

dr 

dr 

aV> = 0.8488 

Rd4>= 1.0610 

(29B) 

(296) 

(30a) 

(306) 

are the overall Nusselt numbers for pure conduction. The 
terms Nu, and Nu0 are related to the heat exchange between 
the porous medium and its surroundings. They are equal to 
twice the net inflow (or twice the net outflow) of heat through 
the inner and outer boundaries respectively. In Fig. 4(b), Nu0 

is given as a function of 4>0 for different values of Ra. A 
comparison of this figure with Fig. 3(c) shows the strong 
correlation that exists between the circulating flow around the 
cavity and the heat exchange with the exterior surroundings. 
Owing to the presence of flow reversal near the inner 
boundary for any <t>0, such a correlation becomes unclear for 
the heat exchange with the interior surroundings. In fact 
numerical results indicate that Nu, is maximum at 4>o = 0-

§ Conclusion 

The steady-state free convection in an annular porous 
medium with nonuniform temperature distribution around 
the outer boundary has been solved numerically and 
analytically. The main conclusions drawn from the present 
two-dimensional study are: 

1 The existence of a strong circulating flow in the case of 
side heating. This circulating flow is responsible for the high 
rate of heat exchange with the exterior surroundings; 

2 The existence of primary cells embedded in the cir­
culating flow, producing flow reversals on the inner bound­
ary. These primary cells exist for any angle of stratification 
and may be inferred directly by evaluating the circulation on 
the inner boundary from the Darcy-Oberbeck-Boussinesq 
equation; 

3 The existence of a relatively low critical Rayleigh 
number (Ra«80) above which the flow is changed from a 
steady to an unsteady (periodic) regime for inverse 
stratification. The oscillations involved are rather slow 
(for Ra= 100, the nondimensional time required for one cycle 
is =1.8) and there is a circulating flow around the cavity 
reversing its direction twice during one cycle; 

4 The presence of primary cells in the flow field 
demonstrates the incompatibility between a one-dimensional 
approach and the present problem. However there exist, for 
the same geometry, specific thermal boundary conditions for 
which the stream function, as established from the first-order 
perturbation approach, becomes independent of the angular 
coordinate. 
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Prandtl Number Effect on Benard 
Convection in Porous iedia 
A numerical study of buoyancy-driven two-dimensional convection in a fluid-
saturated horizontal porous layer is reported emphasizing the nonlinear inertial ef­
fect on heat transport. The Forchheimer-Brinkman-Darcy-Boussinesq formulation 
and a single energy equation for the volume-average temperature are used. Closure 
to the wavenumber selection problem is sought through a criterion based on the 
Glansdorff and Prigogine theory of nonequilibrium thermodynamics. Good agree­
ment with laboratory data and the analogy with the Rayleigh-Benard problem are 
corroborative facts which justify similar non-Darcian formulations and demonstrate 
the role of the quadratic inertial terms in decreasing the mean convective heat 
transfer across the layer. 

1 Introduction 

Based on the concept of bulk (average) flow quantities, con­
tinuum mechanics models for single-phase flow in fully 
saturated porous media are not well developed except for slow 
filtration in isothermal fields. For high flow rates, the 
hydraulic gradient is found to be a quadratic function of the 
filtration flux and this observation has led to 
phenomenological extensions of the Darcian law, cf. Forch-
heimer [1] and Ergun [2]. Wooding [3] simply introduced the 
convective inertial term in Darcy's law but we may note in 
passing that such a formulation fails to account for the 
quadratic drag in unidirectional flows. Suggesting that the 
deviation from Darcy's law can be attributed to inertial drag 
on the fluid filtering through the tortuous porous matrix, Ir-
may [4] incorporated Forchheimer's quadratic term and the 
time derivative term to obtain the motion equation postulated 
earlier by Polubarinova-Kochina [5]. Choudhary et al. [6] sup­
ported the vectorial form of Forchheimer's motion equation 
with the convective inertial term included, but the role of the 
latter was proven to be negligible. 

Vafai and Tien [7] utilized the local volume-averaging 
technique and the semi-empirical models mentioned above to 
formulate a two-dimensional momentum equation which 
would complement the empirical energy conservation equa­
tion. Brinkman's extension was also used but its validity in 
conjunction with the no-slip condition at the porous 
medium-solid boundary interface still remains unjustified. 
Chan et al. [8] showed numerically that Brinkman's term, 
which was used by Katto and Masuoka [9] for "convenience," 
has a negligible effect on the convective heat transfer across a 
two-dimensional porous enclosure for (physically) reasonable 
values of Da. Tong and Subramanian [10] did a boundary 
layer analysis for the same vertical enclosure heated from the 
side and demonstrated that the deviation (in Nusselt number) 
from the Darcian results is less than 4 percent only when the 
product of the porous Rayleigh number and Darcy number 
(based on the enclosure width) divided by the aspect ratio of 
the box (height/width) is less than 10~3. Other boundary layer 
analyses using non-Darcian formulations have been reported 
for free convection, cf. Plumb and Huenefeld [11] and Bejan 
and Poulikakos [12] (inertia effects), and forced convection, 
cf. Vafai and Tien [7] (boundary and inertia effects). In order 
to study both of the latter effects in a simple configuration, 
free convection in a vertical infinite two-dimensional porous 
slot has been analyzed by the present authors, cf. [13]. In all 
the above studies, the non-Darcian effects were proven to 
become more significant as the convection rate increases. 

In horizontally unbounded porous layers confined between 
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two impermeable walls and heated isothermally from below, 
the onset of convection is marked by the following critical 
values, cf. Lapwood [14] 

Ra£ i t=47r2, acrit = 7r (1) 

Katto and Masuoka [9] showed that the Darcian limit for the 
first bifurcation point given by equation (1) is essentially 
reached when Da< 10~3, a result that cannot be influenced by 
the quadratic term in the motion equation. Straus [15] used a 
Galerkin technique to find the finite amplitude steady solu­
tions of the two-dimensional Darcy-Benard problem and 
employed a maximum heat transfer criterion to select the 
wavenumber. He developed the stability envelope (in the form 
of a balloon that delineates the Ram -a space where two-
dimensional rolls can exist) and predicted a monotonic in­
crease of the wavenumber with the Rayleigh number. His heat 
transfer predictions fall within the range of experimental data 
and between the predictions of Gupta and Joseph [16] and 
those of Combarnous [17]. The same problem was addressed 
by Somerton et al. [18], who employed the Brinkman-Dar-
cy-Boussinesq formulation with arguments from the ther­
modynamic theory of Glansdorff and Prigogine [19]. They 
predicted a monotonic decrease of the preferred wavenumber 
with the Rayleigh number. As far as the mode of steady con­
vection is concerned, in contrast to the two-dimensional rolls 
observed by Caltagirone et al. [20], who used a thin slotlike 
convection cell, observations in slablike boxes reveal steady 
polyhedral (hexagonal) cells between the first two bifurcation 
points, the second bifurcation marking the onset of fluc­
tuating convection, cf. Combarnous and Bories [21]. Straus 
and Schubert [22] suggested that of the steady two-
dimensional or three-dimensional convection states possible, 
when the wavenumber lies within Straus' [15] balloon, the 
two-dimensional mode is "probably preferred." Outside that 
balloon, the motion in an infinite porous slab is necessarily 
three dimensional. However, as proven by Schubert and 
Straus [23], the transition from two-dimensional steady to 
two-dimensional oscillatory mode is impossible for the infinite 
layer. 

In his review article, Cheng [24] presented a compilation of 
experimental heat transfer results for convection in horizontal 
porous layers. In his summary plot of the Nusselt number ver­
sus the porous Rayleigh number (Fig. 37 in [24]), one can see a 
large spread in the data. It is obvious to many researchers that 
more physics has to be included in the model to account for 
this scatter. Combarnous and Bories [25] implemented a two-
energy equation model and assumed a finite heat transfer 
coefficient between the solid and fluid phases. Somerton [26] 
isolated some weaknesses of the above formulation and 
showed that the Nusselt number experimental values increase 
with a modified porous Prandtl number. Unfortunately in his 
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formulation, the momentum equation is rather unrealistic 
since the vector corresponding to Forchheimer's quadratic 
term is not parallel to the filtration velocity vector. Prasad et 
al. [27] employed an "effective" medium thermal conductivi­
ty that depends on Ra,„, in order to reduce the scatter of the 
heat transfer results for porous enclosures but neglected the 
quadratic term in favor of the convective inertia term. In an 
experimental investigation of convection in boxes heated from 
the side, Seki et al. [28] suggested that the divergence in the 
data is an explicit effect of the porous medium Prandtl 
number and gave a correlation of the form 

Nu = CRa:„Prp 
(2) 

The constant C in equation (2) depends on the aspect ratio of 
the box and the exponents r, p are evaluated experimentally. 
Jonsson [29] obtained heat transfer data for free convection in 
porous cylindrical cells heated from below and reported a cor­
relation in the form of (2) but with a modified Prandtl number 
(Pr • KC). The factor KC depends on the geometric 
characteristics of the porous medium and the correlation 
yields prediction with ±10 percent scatter, cf. Catton [30]. 

In the following, we present a numerical solution of a non-
Darcian model which accounts for the inertial (Forchheimer 
term) and boundary effects (Brinkman extension). It is our ob­
jective to validate and explain such effects in the simplest 
realization of the canonical porous Benard problem. We 
postulate that the scatter in the Nusselt number laboratory 
data can be reduced by including the quadratic inertia terms in 
the formulation. Although the celebrated simplicity of the 
Darcian formulation is lost, our mixed finite dif-
ference-pseudospectral scheme remains economical. Since 
there are no lateral boundaries in the theoretical domain, 
horizontal wavenumber selection is an additional complica­
tion to the problem that requires closure. 

2 Formulation of the Governing Equations 

For an incompressible infiltrating fluid, the (local average) 
filtration velocity field is solenoidal 

V-q = 0 (3) 

and the momentum equation can be written in terms of 

POROUS 
MATERIAL 

VT 8 

i i tTTTTniii i ' ' ^ \ \ \W\ \ \ \ \ \Wvvvw^ 

AT = T. 

Fig. 1 Two-dimensional convection cells inside the infinite porous 
layer heated uniformly from below 

macroscopic (physically) measurable properties of the flow 
cf. Georgiadis [31] 

1 dq V P v .._„ v b 

dt 

V P v , 
+ g + V2 

P e iqlq (4) 
7 7 

where y and b are assumed to remain constant everywhere in­
side the porous medium. Their values are given by Ergun [2] 
for packed beds of bead diameter d and porosity e 

7 = b = -
1.75 d 

(5) 
150(1-e)2 ' " 150(1-e) 

Assuming local thermodynamic equilibrium between the 
solid and liquid phases, cf. Wong and Dybbs [32], and that the 
(saturated) medium is isotropic with respect to thermal con­
duction, we can adopt a local volume average energy equation 
with an equivalent thermal conductivity km, cf. Combarnous 
and Bones [21] 

dT 
(pc)„ 

dt 
- + (pc)fq>VT=kmV2T (6) 

In all the above, constant properties and the Boussinesq ap­
proximation have been tacitly assumed with the following 
equation of state for the infiltrating fluid 

p = Pc[i-B(T-Tc)] (7) 

We consider the flow field confined between two isothermal 
impermeable walls of infinite horizontal extent (see Fig. 1). 
Taking the temperature of the cold wall Tc and the pressure of 
the isothermal (static) field Phydro as reference values, the 
temperature and pressure fields can be expressed as 

N o m e n c l a t u r e 

An,Ak = 

B 

c 
d 

Da 
g 

K 

KC = 

L = 

thermal diffusivity 
= km/{pc)f 

Fourier coefficients of the 
velocity amplitude, equa­
tion (15) 
inertial resistance coeffi­
cient in equation (5), m 
volumetric thermal expan­
sion coefficient of the fluid 
specific heat 
diameter of the beads in 
the porous packed bed 
Darcy number = y/L2 

gravitational acceleration 
in the - z direction 
equivalent (stagnant) ther­
mal conductivity coeffi­
cient, W/(mK) 
number of terms in the 
truncated Fourier series ex­
pansion (13) 
Kozeny-Carman inertial 
coefficient = y/(b L) 
thickness of the porous 
layer, Fig. 1 

Nu = 
P = 

Pr = 

q = 
Ra = 

Ra,„ = 

t = 
T = 

AT = 

y,z = 

Nusselt number 
average pressure of the in­
terstitial fluid 
Prandtl number 
= v(pc)f/km 

average filtration velocity 
Rayleigh number = gB AT 
. LVivjaJ 
porous Rayleigh number 
= Da • Ra 
time 
temperature 
temperature difference 
= TH-TC 

horizontal, vertical veloc­
ity components respective­
ly, Fig. 1 
horizontal, vertical Carte­
sian coordinates respec­
tively 
dimensionless wavenumber 
= 27r/X, Fig. 1 
porous medium perme­
ability, m2 

porosity 

v = kinematic viscosity of in­
filtrating fluid 

p = fluid density 
$ = entropy production func­

tional, equation (16) 
co = inertial drag coeffi­

cient = (Pr . K C ) - 1 

0 = heat capacity ratio 
= (pc)f/(pc)m 

Subscripts 

C = cold 
/ = fluid 

H = hot 
k = kxh order mode 
m = porous medium 
0 = horizontal average 

Superscripts 

* = perturbation 
crit = critical value 

Special symbols 

D = z derivative 
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T=Tr + T>, P — ^hydro + P* (8) 

Using (7), the hydrostatic part of the pressure gradient in the 
momentum equation (4) is canceled out by the uniform gravity 
term in the buoyancy force. The momentum equation yields 

D2T0^ ZD(w„,Tm) (14e) 

(147) 

1 9q 
V 2 q - q-BT*g-

VP* 
l q l q . ( 9 ) 

e dt e 7 p y 

Introducing the following scales for nondimensionalization 

time : L2/am, length : L 

temperature : AT=TH-TC, pressure : pv}am/L2 

and suppressing any new notat ion, the two-dimensional 
steady-state form of the governing equations (3), (6), and (9) 
becomes 

(10) 

(D2-a2)Tk=f3
k 

with the index k ranging through 1, 2, 3, . . . K. 
In the system of equations given above, the velocity 

amplitude I q I has been assumed to have a spectral representa­
tion of the same form and order as the velocity components 

1 ^ r / K , 2 

7 J l«ll =Ao + D Ak cos aky = [ ( X) wk c o s aky) 
k=\ 

2 -t Vi 

+ ( £ vk sin aky) J (15) 

1 d2v 
+ -e \ dy1 

j _ / d2w 

d2r 

dv 

~dy~ 

d2v 

d2W 

dz2 

dw 

~dz~ 

1 

15T' 

l 

-=o 

dp* 

Da 
-W + RSLT*-

dy2 

d2T* 

dz2 

dT* 
= v \-w 

dy 

= co I q I y 

dP* 

~~dz~ 

dT* 

- = colql ve 

(11a) 

(116) 

( l i e ) 

(lid) 

The following functionals are also defined for k=\, 2, 
3, . . . K 

1 K 

fx = \f2A0vk+-pT J ] vnAJl{k,n,m) 
n,iit = I 

K 
1 

f2 = j2A0wk+-r= £ w„AmI2(k,n V2 
m) 

with the following boundary conditions (no penetrat ion, no 
slip, and isothermal): 

A=DT0wk 

w=v = 0, r * = 0 a t z = l ; w = u = 0, 7* = l a t z = 0 
1 r 

(12> + 7/T D \~Dw,nTnIl{n,m,k) + wmDT„I2{.k,n,m)\ 
v z « , m = l L "< J 

3 Method of Solution 

We assume that the steady-state solution of the system of 
equations (11) subject to (12) exhibits a horizontal periodicity 
(two-dimensional rolls) at low values of Ra,„ > Ra™'. Using 
the discrete spectrum j ak j = ka with k = 1, 2, . . . K,we form 
a truncated Fourier series representation of the solution in the 
functional space spanned by an orthonormal basis as follows 

+^E 

and the following convolution products have been used 

I,(k, n,m) 

4a f */a 

1 sin o^s in a„jcos a,„ydy = 
7T JO 

C v(y,z)~ 

w(y,z) 

T*(y,z) 

^P*(y,z)^ 

- = -

' 0 

0 

T0(z) 

^P0(z) 

vk(z) sin aky "1 

wk{z) cos aky 

Tk{z) cos aky 

Pk(z) cos uky ^ 

• (13) 

I2(k, n, m) 

4a r* / a 

•K Jo 

Given th 

cos aky cos a„y cos a„,ydy = 

1, m= \k-n\ 

-1, m = k+n 

0, other 

1, m= \k-n\ 

or m = k + n 

0, other 

Preserving the primitive variable formulation of the problem, 
we can eliminate the pressure between (116, c). Then, by 
substituting (13) into the resulting governing equations, 
weighting with the appropriate basis and forming inner 
products (integrating in the y direction over the convection 
cell), we obtain the following weak formulation of the prob­
lem as a system of Galerkin O.D.E.'s 

akv + Dwk = 0 

[J-{D
2-a2

k)-^-\(D2-a2)wk 

~a2
kRaTk=-W(akDfl

k + a2
kf2

k) 

K 

DP0=-wJ^,Akwk + RaT0 

-/.*+-
1 

'1 ' 2 

ak ea% 
D3Wk 

\ e + a?.Da / 

(14a) 

(146) 

(14c) 

Dwk (I4d) 

Given the wavenumber a (and of course the direction of the 
rotat ion in the roll), equations (I4b,e,f) form a closed system 
of nonlinear ordinary differential equations along with the 
boundary conditions 

vk - wk = Tk = 0, at z = 0, 1; T0 = 1 at z = 0, T0 = 0 at z = 1 

A standard iterative algorithm is used to solve the above 
system of equations after approximating the nonlinear r .h .s . 
of the equations with a Frechet-Taylor series expansion and 
retaining only linear terms (Newton-Kantorovich quasi-
linearization). Due to the high storage requirement of the 
matrix operator of the quasi-linearized system, we apply total 
modal decomposit ion solving for each wk, Tk separately, cf. 
McDonough and Cat ton [33]. The resulting (2K+ 1) O.D.E. ' s 
are coupled only through iterations. The terms that corre­
spond to the quadrat ic Forchheimer r .h . s . of (116, c) are 
evaluated first in the physical plane by (15) and transformed to 
the spectral plane by using the discrete Fourier t ransform at 
each iteration. Centered finite differences are used to approx­
imate the ^-differential operators in the Galerkin O.D.E.s 
(14). 

The general problem is well posed only as an initial value 
problem. In the absence of lateral walls that would remove the 
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Nu 

Fig. 2 Behavior of the thermodynamic functional and the inflection 
criterion for the selection of the preferred wavenumbers 

degeneracy of the steady state, we seek a criterion to determine 
the most probable weavelength of convection. Although a 
finite band of wavenumbers is realizable (stable) under dif­
ferent initial conditions, we postulate that only discrete values 
occur for each supercritical Rayleigh number in direct analogy 
to the Rayleigh-Benard system. 

Letting s denote the specific entropy of the fluid, we can use 
[s-(q»q)/(27'0)] as a Liapunov function, cf. Glansdorff and 
Prigogine [19]. The stability of the (stationary) convective 
state is given by the following global stability criterion 
(integration over the convection roll), cf. Georgiadis [31] 

* = — — R a O — [ T0{d2T0/dz2)dz>0 (16) 
g B L a Jo 

Denoting 8T=T* -T0, the mean heat transfer across the 
layer, as expressed by the Nusselt number, can be written as 
follows 

Nu=_i^=jLr,"r1,v7-i>**. 
dz ir Jo Jo 

= ̂ r Hl^l2* IvSTlAdzdy (17) 
•K Jo Jo \\ dz \ / 

Now we can integrate the relation (16) by parts and finally 
reduce it to 

$ = — — R a Q [ I £ " [ \VbT\2dzdy (18) 
g B L Jo Jo 

The functional above expresses the entropy production rate in 
a single roll due to convective temperature fluctuations around 
the mean temperature field Ta(z) and is always positive 
definite after the onset of convection. 

For constant Ra, considering infinitesimal fluctuations da 
around the stable convective states (inside the balloon of 
Straus [15]) characterized by the value of the wavenumber a, 
we can associate {d$/da} to the "excess local potential" of 
Glansdorff and Prigogine [19]. Consequently, the most prob­
able state is identified by the extremum of this potential, 
namely 

j d2$/da2 = 0 j at the preferred wavenumber (19) 

Within the limits of computational accuracy, we identified 
certain features of the Nu = Nu(a), $ = *(a) curves with the 
Ra,„ number as a parameter (see Fig. 2). For low supercritical 
Ra„, numbers, the functional $ has a maximum whereas for 
higher values of Ra the maximum moves toward lower values 

of the wavenumber a that are not physically realizable. There 
is a value of the wavenumber amax that maximizes the heat 
transfer across the layer, as expressed by the Nu number. 
There are generally two inflection points on the <J> = $(a) curve 
for each supercritical Ra„, number. These correspond to a pair 
of aL (Left) and ctR (Right) wavenumbers which we identify 
with the "preferred" wavenumbers according to the selection 
criterion (19). 

4 Numerical Results and Discussion 

The following evaluation tests were performed on the code 
via numerical computations. The convergence of the grid 
functions and Nusselt number as the grid size decreases was 
checked. An accuracy of 2 percent in the Nusselt number was 
achieved with a uniform mesh of 50 grid points across the 
layer thickness. The convergence rate of Newton-Kantorovich 
iterations with respect to the max-norm pointwise error was 
found to be close to linear due to the damping employed in the 
iterations for the computation of T0, Tk. A max-norm error 
tolerance of 10"3 was used to terminate the iterations. The 
Fourier series convergence, and consequently the absolute and 
uniform convergence of the expansion (13), was also verified. 
A six-term approximation yielded negligible truncation error, 
and therefore was used throughout the computation. The 
power integral solution given in [21] was used as an initial 
guess to start the Newton-Kantorovich iterations for some 
value of Ra,„ safely close to the critical value. Then for each 
wavenumber a, the continuation mode enabled us to march up 
in Ra,„ in small increments so as to keep the number of itera­
tions below some economical value (less than 100). 

Measured physical properties (e, 7, km), and values of the 
other parameters such as Pr and b estimated by means of 
equation (5), were used as inputs to the numerical scheme that 
models the porous Benard problem. These systems correspond 
to packed spherical particle beds used in the experimental 
work of Jonsson [29]. They were selected so as to span a wide 
range of values of co = (KC«Pr)~', and to have data available 
for comparison with our calculation. Numerical solutions to 
the thermohydrodynamic field were obtained for the three sets 
of input data given in Table 1 which correspond to similar 
packed beds (random packing Da~10~ 5 , Y ~ 1 0 ~ 8 m2) 
saturated with oil or water. The Prandtl numbers (or co) vary 
from a low (high) of Pr = 0.58 (co ~ 300) as in steel-water, to a 
high (low) of Pr = 236.0 (o><0.7) as in the case of glass-oil (1 
Stokes). 

The heat transfer results for glass-water with Pr = 4.5 
(co~50) are plotted in Fig. 3 for the range 100<Ra„, <275, 
along with the thermodynamic functional given by (16) and 
the selected wavenumbers according to the inflection point 
criterion (19). A dramatic decrease of the heat transfer, as ex­
pressed by the Nusselt versus wavenumber curve, is observed 
for the high co case (steel-water) (see Fig. 3). Concerning the 
physics of the roll-type convective flow in this case, there is a 
smaller loss of kinetic energy in each period of circulation by 
dissipation due to the Darcy and Brinkman terms. The larger 
part of the kinetic energy is stored in the fluid of increased in­
ertia (flywheel effect) and consequently there is smaller release 
of potential energy (by convection). This is analogous to the 
"inertial" regime in the Rayleigh-Benard convection. The in-
ertial effect is less explicit for the high Prandtl number (low co) 
system since the Nu-a curve for each Ra„, differs very little 
from the corresponding one for glass-water (moderate co). The 
same type of asymptotic behavior of the Nusselt number has 
also been observed in the Rayleigh-Benard problem for Pr of 
order one and higher. The Nu-a curves for the medium and 
low co systems are very close to the predictions by Straus [15] 
for Ra„, =200 (Darcian model, infinite Prandtl number). This 
verifies numerical results that show that the existence of the 
Brinkman term has a negligible effect on the mean heat 
transfer for Da~ 10 ~5 and lower (this is the range for most 
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Table 1 Thermophysical data for the porous packed beds 
Glass-oil 

Pr = 236 
d = 6 mm 
e = 0.394 
7 = 3 . 6 7 x l 0 - 8 m2 

b = 0M6 mm 
Ar„,=0.6W/(mK) 
Glass-water 

Pr = 4.5 
d<=6 mm 
e = 0.394 
7 = 3 .67xl0~ 8 m2 

6 = 0.116 mm 
A:,,, = 1.1 W/(mK) 

Steel-water 

Pr = 0.58 mm 
d=4.8 mm 
e = 0.393 
7 = 1 . 9 1 x l 0 " 8 m2 

b = 0.092 mm 
Ar„, = 8.6 W/(mK) 

Ram 

65.4 
107.4 
150 
200 
225 
250 
275 

Ra,„ 

100 
150 
200 
225 
250 
275 

Ra,„ 

80 
100 
150 
200 
225 
250 
275 
300 

DaxlO 5 

0.955 
1.13 
" 
" 
" 
" 
" 
DaxlO 5 

0.9247 
0.5201 
" 
" 
" 
" 
DaxlO 5 

0.642 
1.194 
" 
0.568 
" 
" 
" 
0.368 

KCxlO 2 

0.59 
0.642 
" 
" 
" 
" 
" 
KCxlO 2 

0.5 
" 
0.43 
" 
" 
" 
KCxlO 2 

0.168 
0.73 
" 
0.5 
" 
" 
" 
0.4 

O) 

0.718 
0.66 
" 
" 
" 
" 
" 

CO 

44.5 
" 
51.5 
" 
" 
" 

O) 

1026 
236 

" 
344 

" 
" 
" 
431 

L R 
a a I N F L E C T I O N P O I N T S ( L E F T , R I G H T 

l i W A V E N U M B E R S ) . 

_ ® _ M A X I M U M H E A T T R A N S F E R (max Nu ) . 

G L A S S - W A T E R 

S T E E L - W A T E R 

N U S S E L T N U M B E R 

^ / 

9 u = 2 2 GLASS/OIL / . - / ^ 

A u « 0.68 / 
COMBARNOUS 

8. BORIESI1975) 

A RIGHT WAVENUMBER J PREDICTION 

40 6 0 100 200 300 400 

POROUS R A Y L E I G H N U M B E R , Ra 

MEASURED BY JONSSON (1984) 
• Ol = 43 

COMBARNOUS & BORIES (19751 

WAVENUMBER, a 

Fig. 3 Computed heat transfer versus wavenumber results for the 
glass-water and steel-water packed beds; wavenumber selection for 
glass-water 

laboratory experiments and geothermal flows) for Ra,„<300, 
in direct agreement with the criterion presented in [10], see 
also [26]. For fixed u, higher values of Da (or permeability) 
lower the Nusselt number and this can have a physical ex­
planation in terms of lowering the dissipation due to the Darcy 
term; see discussion above. 

The heat transfer data predicted according to the criterion 
(19) are plotted against the corresponding laboratory 
measurements by Jonsson [29] and also by Combarnous and 
Bories [21] in Figs. 4(a, b, c). With the exception of glass-oil, 
our closure criterion produced pairs of preferred 
wavenumbers. The ad-hoc theory that supports it gives no in­
dication as to which of the two, aL or aR, is the wavenumber 
that the system selects "naturally," or whether it selects any 

5.0 

I: 
I-

S RIGHT WAVEIMUMBERI 

D LEFT WAVENUMBER ( 
I 1 

100 150 200 300 400 500 700 

POROUS R A Y L E I G H N U M B E R , R a m 

MEASURED BY JONSSON (1984) 

B to = 244 

9 (A>= 145 STEEL/WATER 

A w = 192 

PREDICTIONS 

E RIGHT WAVENUMBER) 

O LEFT WAVENUMBER ) 
PREDICTIONS 

60 80 100 150 200 300 400 

POROUS R A Y L E I G H N U M B E R , R a m 

Fig. 4 Comparison of the Nusselt number predictions with laboratory 
measurements: (a) glass-oil, (b) glass-water, and (c) steel-water 

one at all. Our results indicate that the best agreement is ob­
tained by using the "Left" wavenumbers, which decrease 
monotonically with the porous Rayleigh number. The similari­
ty with the Rayleigh-Benard problem should be mentioned; 
see data by Willis et al. [34]. We could not locate (numerically) 
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Fig. 5 Wavenumber predictions for the two-dimensional porous 
Bernard problem in a horizontally unbound domain 

"Left" wavenumbers for values of Ram higher than 200, but 
there is enough evidence, both analytical and experimental, to 
support the existence of a different (fluctuating) mode of con­
vection in porous cavities above that Rayleigh number. The 
onset of this different mode is marked by an abrupt change of 
the slope of the Nu-Ra„, curves just below Ra,„ = 300 in the 
data reported by Combarnous and Bories [21] (see Figs. 4a, 
b). 

The agreement between predicted and measured Nusselt 
numbers by using co as a parameter and the absence of any 
competing formulation of convective flow in porous media 
with constant properties (easy to estimate or measure) lend 
support to our postulate that the large-scale divergence of heat 
transfer data reported by many investigators is primarily due 
to inertia effects. Since co is the pertinent parameter, such ef­
fects can become important even for moderate porous Prandtl 
numbers. For example, the Nusselt numbers for glass-water 
with co = 200 in Fig. 4(b) (obtained with small beads of low 
permeability and high inertia resistance) are consistently lower 
than the other measured glass-water data, although the 
porous Prandtl number is almost the same (Pr~4), and agree 
with the high co (steel-water) data of Fig. 4(c). Our Nusselt 
number predictions agree with the measured values by Com­
barnous and Bories [21] in Figs. 4(a, b) only as far as the trend 
to decrease with increasing a; is concerned. The manner in 
which geometry enters into co makes much of the published 
heat transfer data troublesome to use as most investigators 
neglect to report the plate spacing for each data point or other 
physical parameters of the laboratory packed beds. 

Although the agreement is always better when the "Left" 
wavenumber aL is used, the difference between NuL-Nu^ (if 
any) is negligible in the high and middle Pr number cases. In 
the case of low Pr number system (steel-water) however, it is 
only the left wavenumber aL that produces the most favorable 
results. By using the maximum-Nu criterion to select the 
wavenumbers for each different system, we notice a definite 
monotonic increase of the wavenumber a versus the RaOT (see 
Fig. 5) in analogy to similar trends in computations for the 
classical Rayleigh-Benard computations. Comparison with 
measurements shows that the maximum heat transfer criterion 
fails since it generally overpredicts the Nusselt number. The 

wavenumber predictions by Somerton et al. [18] using the 
selection criterion {d2$/dRa2 = 0} are also presented in Fig. 
5. 

Our wavenumber predictions according to the criterion (19) 
are plotted in Fig. 5, along with some measured values of a for 
the steel-water system by Jonsson [29]. The latter were 
estimated from pointwise temperature measurements inside 
the cylindrical convection cell used and therefore their 
measurement accuracy is contingent upon wall and curvature 
effects. Although the deviations between predicted and 
measured values for the "preferred" wavenumbers are far 
from being tolerable, the divergence of the measured values 
serves as an indication of a possible multiplicity of 
wavenumbers in porous convection, maybe in the form of 
competing patterns. The predicted wavenumbers presented in 
Fig. 5 exhibit the same qualitative feature as in the 
Rayleigh-Benard problem (cf. [34]): The lower (higher) the Pr 
number (co), the more rapidly the wavenumber changes, 
especially near the onset of convection. 

5 Conclusion 

The formulation of the motion equation (4) showed how 
Darcy's law can be extended in a buoyancy-driven flow to in­
clude the inertia effects whose relative importance is expressed 
by the nondimensional parameter co = (b L)/(Pt y), provided 
that the Darcy number is less than 10 ~5 and 4-n-2 < Ra,„ < 300. 
The inertia terms affect the free convective heat transfer in 
much the same way as in the Rayleigh-Benard problem; that 
is, the lower the inertial drag coefficient co, the larger the 
Nusselt number, until an asymptotic regime is reached where 
Nu becomes insensitive to further decrease of co. 

Although the (inflection point) wavenumber selection 
criterion (19) is not conclusive, it remains operational since it 
reproduces the divergence observed in the heat transfer results 
when measured values of the thermophysical parameters of 
the packed bed are used. Best agreement with the experimental 
data of Jonsson [29] is found when the set of wavenumbers 
monotonically decreasing with the Rayleigh number is 
selected. However, due to the ad-hoc nature of the 
wavenumber selection criterion, a point of major contention is 
not resolved: the existence of uniqueness of a "preferred" 
value of the horizontal wavenumber. 
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Natural Conwection Heat Transfer 
From a Horizontal Cylinder 
Between Vertical Confining 
Adiabatic Walls 
This paper reports an experimental study of natural convection heat transfer from a 
horizontal isothermal cylinder between vertical adiabatic walls. Some of the in­
dustrial applications of this problem are cooling and casing design of electronic 
equipment, nuclear reactor safety, and heat extraction from solar thermal storage 
devices. Heat transfer from 3.81 cm and 2.54 cm diameter cylinders was determined 
by measuring the electric power supplied to the heater, which was placed inside the 
cylinders, and correcting for radiation and end losses. Average Nusselt numbers 
were determined for a Rayleigh number range of 2 x 103 to 3 x 105 and wall 
spacing to cylinder diameter ratios of 1.5, 2, 3, 4, 6, 8, 10, 12, and oo. // was found 
that the confinement of a heated horizontal cylinder by adiabatic walls enhances the 
heat transfer from the cylinder continuously. This effect is more pronounced at low 
Rayleigh numbers. A maximum relative enhancement of 45 percent was obtained 
over the range of experimental conditions studied. Schlieren and flow visualization 
studies were conducted at selected values of Rayleigh number and wall spacing to 
cylinder diameter ratios to further explain the heat transfer characteristics and the 
associated flow physics of the present problem. 

Introduction 
Natural convection heat transfer from isothermal 

horizontal cylinders between confining walls has many 
practical applications. Cooling and casing design of electronic 
equipment, nuclear reactor safety devices, ocean thermal 
energy conversion, and heat extraction for solar thermal 
storage devices are some examples of the applications of this 
problem. Despite its importance, this problem has attracted 
little attention up to now, even though natural convection 
heat transfer from an unconfined horizontal cylinder has been 
extensively investigated in the past. Buoyancy-induced 
convection mechanisms become more complex when there are 
interactions of the flow with solid boundaries, obstructions, 
or enclosures. In the present configuration, that of a heated 
cylinder in a two-dimensional channel whose walls are 
adiabatic, the heated cylinder provides buoyancy to the fluid 
in the channel and, in effect, acts as a pump. This establishes 
a directed flow far upstream of the heated cylinder. The 
problem is considerably more complicated than that of a 
cylinder in an infinite medium. 

An experimental investigation designed to systematically 
study the influence of confinement of the flow on heat 
transfer characteristics was performed and the results are 
reported in the present paper. A schematic of the problem 
studied can be found in Fig. 1. A horizontal heated cylinder 
was placed midway between two vertical insulated walls. The 
cylinder was maintained at a uniform surface temperature. 
Average Nusselt numbers were measured as a function of 
Rayleigh number Ra and wall spacing to cylinder diameter 
ratio W/D. From these measurements the qualitative and 
quantitative influence of such confinement on heat transfer 
were deduced. As will be seen, heat transfer is found to be 
enhanced by confinement over the range of parameters 
studied. These studies were conducted at wall spacing to 
cylinder diameter ratios of 1.5, 2, 3, 4, 6, 8, 10, 12, and °o and 
for a Rayleigh number range of 2 x 103 to 3 x 105. To ex­

plain the heat transfer characteristics of the present problem 
and the associated fluid flow behavior, Schlieren and flow 
visualization studies were also conducted. 

Background 
When a horizontal heated cylinder is placed between 

abiabatic vertical walls the Nusselt number will be a function 
of both Rayleigh number and wall spacing to cylinder 
diameter ratio W/D. In contrast, when such a cylinder is 
placed in an unbounded fluid the Nusselt number is only a 
function of Rayleigh number. The purpose of this study was 
to quantify the effect of such confinement on heat transfer 
and qualitatively study the temperature and flow fields near 
the cylinder. 

The natural convection heat transfer from a horizontal 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Fig. 1 Schematic of the problem 
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isothermal cylinder in an infinite medium has been studied 
extensively. There is an abundance of experimental data 
extending over a wide range of Rayleigh numbers. Empirical 
correlations as well as numerical solutions of this problem are 
also available. Besides their own correlations for their ex­
perimental data, Fand et al. [1] and Fand and Brucker [2] give 
an extensive survey of published work on this subject through 
1983. Sparrow [3] has found that the empirical correlations of 
Morgan [4], Raithby and Holland [5], and Fand [1] correlate 
all the available data equally well. Churchill and Chu [6] 
proposed a more recent correlation for a wide range of 
Rayleigh number (laminar and turbulent). However, the 
correlation of Churchill and Chu [6] lies consistently below 
the data on which their correlation is based for the range of 
Rayleigh numbers studied here. This correlation also fell 
below data for the natural convection from a free cylinder 
obtained as part of this study. 

The available data of heat transfer from a horizontal 
isothermal cylinder between confining walls are very sparse. 
Limited experimental data have been obtained by Marsters 
[7], and Marsters and Paulus [8] for a single cylinder and an 
array of cylinders between confining walls, respectively. 
Farouk and Guceri [9] have performed a numerical study of 
heat transfer from a single cylinder between confining walls 
by employing a vorticity-stream function formulation. 
Farouk and Guceri [9] have predicted the existence of an 
optimum separation of the walls for maximum heat transfer. 
They assert that this optimum spacing depends upon the 
Rayleigh number. Farouk and Guceri [9] have also asserted 
that at low Rayleigh numbers where the boundary layer is 
thick, wall spacing has a more significant effect upon heat 
transfer characteristics than at high Rayleigh numbers where 
the boundary layer is thin. Sparrow and Pfiel [10], on the 
other hand, have recently suggested that there is no optimal 
wall spacing and that heat transfer increases with greater 
confinement. They also suggested that the heat transfer 
characteristics are, in addition, functions of the parameter 
HID (see Fig. 1). 

Experimental Apparatus 
The apparatus consisted of a cylinder mounted horizontally 

between insulated vertical walls. Two cylinders of different 

diameters were used to obtain a wide range of Rayleigh 
number. This was necessary because, for a given cylinder, 
there are large uncertainties associated with heat transfer 
measurements when (Ts — Ta)is small (below 1.5°C) for the 
instrumentation used in this study. It should be noted that, for 
a given cylinder diameter, Rayleigh number does not increase 
monotonically with cylinder surface temperature at at­
mospheric pressure. For a given cylinder diameter in air at 
atmospheric pressure, the Rayleigh number increases to a 
maximum and then decreases with increasing temperature 
difference {Ts — T„). One can easily understand why this 
happens by considering the definition of Rayleigh number. 
The fluid properties, such as kinematic viscosity, the coef­
ficient of thermal expansion, and Prandtl number, are 
evaluated at the film temperature 7} = (Ts + Tx)/2. In 
particular, the kinematic viscosity squared increases rapidly 
with increasing film temperature and eventually increases at a 
faster rate than the numerator in the definition of Rayleigh 
number. The maximum Rayleigh number for these ex­
periments occurred when (Ts — T„) was about 140°C. 

The restrictions described above limited to range of 
Rayleigh number in these experiments to between 2 x 103 and 
3 x 105. The larger cylinder was made of 0.64-cm wall 
aluminum tube with an outside diameter of 3.81 cm. The 
smaller cylinder was made of 0.32-cm wall aluminum tube 
with an outside diameter of 2.54 cm. The length of the 
cylinders was chosen such that LID was large and the induced 
flow was largely two dimensional. The lengths of the cylinders 
were 66 cm. Inside each tube was a 61-cm-long electrical 
cartridge heater with 1.59-cm diameter for the larger cylinder 
and 0.95-cm diameter for the smaller cylinder. The cartridge 
heaters were supported concentric with the tube using two 
copper sleeves at both ends (Fig. 2a). The space between the 
tube and the heater was filled with fine-grade sand. The 
cylinders were highly polished using car wax (polishing and 
buffing compound). 

To minimize end losses, transite end caps were fabricated 
and attached to each end of the cylinders. For the larger 
cylinder, the end caps were 2.54 cm long and had a diameter 
of 3.81 cm. For the smaller cylinder, the end caps were 3.81 
cm long with a diameter of 2.54 cm. The thermal conductivity 
of the end caps was 0.649 W/m°C. 

Using a sufficiently thick-walled aluminum tube in con-

A 
B 
C 

D 
E,F 

g 

H 
Hx 

H2 

h 

K 

k 
L 
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= coefficient in equation (10) 
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end = 
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distance measured along 
the axis of the cylinder 
vertical distance measured 
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volume coefficient of 
expansion of air = 1 / 7 ) 
total normal emissivity 
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batic wall temperature = 
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Stefan-Boltzmann constant 
= 5.669 x 10"8 W/m2K4 
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function, see [9] 
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Fig. 2 Internal arrangement of the 3.81-cm-dia cylinder and ther­
mocouple locations 

junction with this particular design provided a cylinder with a 
constant and uniform surface temperature distribution. 
Eleven type T (copper-constantan) thermocouples were 
embedded just below the surface of the cylinder (see Fig. 2a) 
to monitor the surface temperature distribution of the 
cylinder. Measurements confirmed the uniformity of surface 
temperature distribution of the cylinder. The thermocouples 
were placed at various locations axially and circumferentially 
along the cylinder (see Figs. 2b and 2c). Two thermocouples, 
separated by a distance of 1.27 cm, were positioned centrally 
within each of the end caps to determine end losses. An 
Omega Digicator (model 410-B-T, 0.1 °C resolution) in 
conjunction with a 16-channel selector switch were used to 
measure temperature. 

The adiabatic walls were urethane insulating boards with 
aluminum sheeting surface (Thermax). The thermal con­
ductivity of the walls was 0.0259 W/m°C. The walls were 2.44 
m by 0.69 m (0.66 m for the smaller cylinder) and 2.54 cm in 
thickness. This gave a wall height to diameter ratio HID of 64 
and 96 for the larger and smaller cylinders, respectively, 
which provided a good approximation to an infinite channel. 
The Nusselt number was independent of HID for such values 
of HID. Measurements to confirm this are discussed in a later 
section. The walls were supported using assemblies (made 
from steel angles) that could be moved to provide the 
variations in wall spacing. For the experiments performed Hx 
and H2 were kept equal. 

The entire setup was housed within a rigid frame made of 
steel angles, of dimensions 3.05 m by 0.91 m by 1.52 m. The 
cylinder was hung from the frame using 0.35-mm-dia steel 
music wires attached to the ends of the cylinder. The frame 
was covered with a transparent plastic sheet open at the 
bottom and at the top. Thin plexiglass boards were used as 
endplates for the cylinder to prevent axial extrainment of air 
and minimize three-dimensional effects. 

Five type K (Chromel-Alumel) thermocouples were placed 
at locations z/H = 0, 0.25, 0.5, 0.75, and 1.0 on the inside 
surface of each wall. These provided the wall surface tem­
perature distributions Tw(z), which were needed for 
radiation correction calculations. 

Three theromocouples (type K) were placed at heights 1.22 
m, 2.44 m, and 3.66 m above the floor to check the 
stratification of room air. The stratification of the ambient 
air in the laboratory was found to be negligible. 

Electrical power was supplied to the heater through a 
voltage regulated a-c source. A rheostat was used to vary the 
power to the heater. Two digital multimeters (Fluke model 
8050 A) were used to measure the voltage supplied to and the 
current through the heater. The frame was grounded elec­
trically for safety. 

Flow and density (temperature) fields near the cylinder were 
investigated qualitatively. The density field was observed 
using a 25.4-cm-dia Schlieren system and a 100 W mercury 
light source and was photographically recorded. For flow 
visualization, a narrow sheet of light was generated and 
passed through the top of the test section. This sheet of light 
illuminated the very fine-powdered chalk that was introduced 
from the bottom of the test section and was entrained by the 
flow. A 35 mm SLR camera was placed perpendicular to the 
flow direction and was used to take photographs of the flow 
field. The same camera was used to take pictures of the 
Schlieren image. 

All experiments were performed in a well-insulated room 
located in the basement of the Mechanical Engineering and 
Mechanics Department Laboratories of Drexel University. 

Data Reduction 
The major objective of the data analysis procedure was to 

determine the average Nusselt number for a given Rayleigh 
number and wall spacing to cylinder diameter ratio W/D. The 
surface temperature of the cylinder was determined from the 
average of the eleven surface temperatures measured by the 
thermocouples. The heat transferred by convection from the 
cylinder, Qconv, is equal to the electric power delivered to the 
cartridge heater, Qeiect, with appropriate corrections for 
radiation grad

 a nd end losses Qend so that 

tjconv Select - G r a d - S e n d ( D 

The electric power was determined by multiplying the voltage 
across the heater and the current through the heater as 
measured by the digital multimeters. 

The heat loss by conduction from the end caps was 
determined from Fourier's law of conduction. Knowing the 
geometry of each end cap, its thermal conductivity, and the 
temperature at two known locations within it, end losses from 
each end cap are given by 

Send = ~ *end ^4 end T~ (2) 

where 

AT'end = 7end,2 ~ ^end.l (3) 

ênd.i a nd rend,2 w e r e the temperatures measured within the 
end caps at locations separated by a distance Ax = 1.27 cm 
and Aeni is the cross-sectional area of the end cap. 

The heat loss by radiation from a free cylinder within an 
infinite medium is given by 

Qmi = eaA{Ts-Tm) (4) 
where the emissivity of the aluminum cylinder is taken as 
0.079 [11]. However, when the adiabatic walls are present 
radiation loss calculations from the cylinder were performed 
as given by [12]. A two-dimensional enclosure was considered 
for the analysis which consisted of the two adiabatic walls and 
two open (the top and the bottom) surfaces along with the 
isothermal cylinder inside. For ease of analysis, the adiabatic 
wall was divided into several isothermal sections based on 
experimental measurements. The theory for radiation ex­
change in an enclosure (with gray diffuse surfaces) was then 
applied. The emissivity of the adiabatic walls was taken as 
0.04 [11], As mentioned earlier, the adiabatic walls were 
urethane insulating boards with aluminum sheeting surfaces. 
Assuming higher values of the emissivity of the walls would 
result in slightly higher Nusselt numbers for the cylinder since, 
in that case, the radiation losses would be smaller. Additional 
details of the calculations are given in [13]. 

Once the heat transferred by convection was determined, 
the average heat transfer coefficient was obtained from 
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Table 1 Empirical coefficients for equation (7) 

W/D 

1.5 

2 

3 

4 

6 

8 

10 

12 

00 

c 
0.6183 

0.6062 

0.4942 

0.4923 

0.4514 

0.3855 

0.3703 

0.3204 

0.3103 

m 

0.2475 

0.2468 

0.2600 

0.2577 

0.2648 

0.2780 

0.2783 

0.2914 

0.2895 

The Rayleigh number was calculated from 

Ra= = (6) 
K 

All air properties were evaluated at the film temperature. 

Results 
Average Nusselt numbers for Ra ranging from 2 x 103 to 3 

x 105 were obtained for various wall spacing to cylinder 
diameter ratios. The uncertainty in the measurement of Nu 
decreased from 10 to 0.8 percent as Ra increased from 2 x 
103 to 3 x 105 [13]. The temperature difference (Ts - T„) 
was varied from 1.4°C to 45.3 °C for the 2.54-cm-dia cylinder 
and from 2°C to 128.8°C for the 3.81-cm-dia cylinder. Axial 
and circumferential variations of surface temperature did not 
exceed 2.75 and 1 percent, respectively, for the entire range of 
Ra studied. Heat loss by radiation was found to vary from 0.1 
to 6.17 percent of the total electrical power supplied to the 
heater. End losses accounted for no more than 0.95 percent of 
the total electrical power supplied. Stratification of the air in 
the room was found to be negligible during a typical run. The 
results presented are for Hx/D = H2/D = 32 for the 3.81-
cm-dia cylinder and Hx/D = H2/D = 48 for the 2.54-cm-dia 
cylinder. In addition, measurements were made for Hx /D and 
H2ID of 40 and 24, respectively, for the 3.81-cm-dia cylinder. 
It was found that the variation of H{ ID from 32 to 40 did not 
alter the Nu results significantly. Hence the walls were large 
enough to provide the H/D independence desired. 

Temperature measurements along the vertical confining 
walls Tw (z) were used for radiation correction calculation as 
mentioned earlier. These measurements indicated that a 
significant variation of Tw from T„ is only experienced for 
W/D =1.5 and Ra higher than 105. A maximum of 9°C for 

Nu 
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Fig. 4 Variation of average Nusselt number with Rayleigh number for 
a free cylinder 

Nu 

500 

Fig. 5 Least-square fit representation of the effect of Ra on Nu for 
various W/D 

{Tw - To,) was observed. Figure 3 shows the effect of W/D 
on the vertical variation of dimensionless wall temperature 
distribution, 6 = (Tw(z) - T„)I(Ts - Tx) for Ra = 2 X 
105. These measurements compare well with those of Sparrow 
and Pfeil [10] for adiabatic walls. A maximum value of 0.151 
was obtained for 6 in [10] at Ra = 1.75 X 104 and W/D = 
1.5. In this study a value of 0.130 for 6 was found when Ra = 
2 X 104 and W/D = 1.5 which is in good agreement with 
[10]. An absolute maximum of d = 0.416 was obtained for Ra 
= 2 x 103and W7.D= 1.5. 

The measurements of T„(z) were also used to determine 
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the reasonableness of the adiabatic walls assumption. In order
for the walls to be perfectly adiabatic the temperature on the
outside surface Tow would have to be equal to Too. Although
direct measurement of this was not made, a reasonable
estimate can be made from the measurements of T w (z) and
assuming a quasi-one-dimensional conduction through the
walls. This is a fairly good assumption because the walls are
very thin compared to their height H. The distribution of Tw

for three values of WID and Ra = 2 X 105 is shown in Fig. 3.
The distribution of Tw for other Ra showed similar trends. As
expected, the walls (inside surface) remain rather cool below
the cylinder, are somewhat hotter near the cylinder, and get
hottest near the top of the channel where the plume of the
cylinder fills the cross section of the channel. With the
abovementioned analysis one obtains

( Tow - Too ) = (tZ )(T w- Too ) I (1 + h
k

).
o t 0

11"-
II~
II~
'It--;
11~
/,~
1I

Flg.7(c) alsotherms and streamlines for the confined heated cylinder,
Ra = 10 , WID = 6, ilv-' = -2.65 (V-w' = -19.1 for smaller flow
domain, V-w' = - 20.3 for larger flow domain), from Farouk and Guceri
[9]

The worst case occurs when (Ts - Too) "" 130·C and WID =
1.5. Using data such as those presented in Fig. 3, and lO
WIm 2 ·C for ho one gets (Tow - Too) "" O.SoC in the worst
case. Therefore, the vertical walls can be considered
adiabatic.

Figure 4 shows the effect of Ra on the average Nusselt
number for a horizontal cylinder in infinite medium (free
cylinder in air). The experimental data were compared to the
empirical equations of Morgan [4] and Churchill and Chu [6],
the experimental data of Fand et al. [1], and numerical results
of Farouk and Guceri [9] for a heated horizontal cylinder in
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air. The data obtained here compared well with the data from
the literature.

Maintaining a desired cylinder surface temperature is not
possible when the power supplied to the heater is kept con­
stant and W/D is varied. This is due to the increase of Ts as
W/D is increased which leads to a moderate to small change
in Ra. Hence, cross plotting of the data becomeLQifficult
unless a suitable interpolation equation is used for Nu versus
Ra for given W/D. An empirical equation of the form

is used in the literature to represent the dependence of Nu on
Ra for a free cylinder [1-3, 12]. The experimental data were
fit to this power law equation for each W/D case. The
equations obtained were used to interpolate the average
Nusselt number for values of Ra different from those at which
measurements were made. Table 1 shows the value of C and m
for various W/D. Figure 5 shows the variation of Nu with Ra
for various W/D as given by the least-square fits. The con­
vergence of the lines as Ra increases is clearly seen here and is
a consequence of the reduction of the relative increase of
Nusselt number (Nu/Nu",,) with increasing Ra. This is at­
tributed to the thinning of the boundary layer as Ra increases
so that flow near the cylinder remains essentially unaffected
by the presence of the walls.

Figure 6 shows the variation of the average Nusselt number
with WID for select values of Ra. Interpolation based on the
results in Table 1 was used to obtain these plots. Figure 6
demonstrates that Nu increases with decreasing W/D for
all Ra considered. For a given Ra, Nu decreases with in­
creasing W/D and asymptotically approaches its corre­
sponding free cylinder value Nu"". The asymptotic limits are
shown as dashed lines on Fig. 6. Further, it can be seen
that as Ra increases, approach to Nu"" occurs at smaller
values of W/D. In other words, the effect of confinement
remains significant for lower Ra. It seems that there is no
optimal WID for maximum heat transfer. This result is in
contrast with the conclusions of Farouk and Guceri [9]. The
discrepancy is believed to be due to the small H / D ratio
studied in [9] versus the H / D of 64 and higher studied here.

In order to explain the heat transfer characteristics and the
associated buoyancy-induced flow physics, flow visualization
and Schlieren studies were performed. Figures 7(a) and 7(b)
show the flow field due to the heated confined cylinder at Ra
= 3 x 104 and WID = 1.5 and 3.0, respectively. The
photographs reveal interesting details of the flow field, caused
by the confinement. (The bright vertical lines in the
photographs are due to the finite wall widths.) The presence
of the walls considerably affects the flow pattern. As the
plume forms at the wake region, a flow reversal occurs at the
downstream side of the flow domain. The recirculation loop
was found to be finite and extends about 10 to 20 diameters
downstream, beyond which the flow becomes unidirectional.
Qualitatively, similar observations were made by Farouk and
Guceri [9]. Figure 7(c) shows the isotherms and streamlines
for a confined cylinder taken from [9]. The predicted recir­
culation loop was, however, not bounded in [9] due to the
approximate hydrodynamic boundary conditions considered
in the exit plane. The heat transfer coefficient for the heated
cylinder is affected by the presence of the recirculation region.
The confinement decreases the net flow induced by the
cylinder as compared to the heated unconfined cylinder.
Hence, there are two competing effects that appear due to
confinement which have influence on the heat transfer
characteristics. In this study, it was observed that the overall
effect is always an increase in heat transfer over the un­
confined case for the Ra and W/D ranges studied.

Figures 8(a) and 8(b) show the temperature fields (Sch,lieren
photographs) around an unconfined and confined heated

Nu=CRa'" (7)

....-

Fig. 8(a) Schlieren photograph for the unconfined heated cylinder,
Ra =5 x 104, WID =00

Fig. 8(b) Schlieren photograph for the confined heated cylinder,
Ra=5x104.WID=2

cylinder at Ra = 5 x 104 • The W/D in Fig. 8(b) was equal to
2.0. Due to the confinement, there is a significant lengthening
of the plume length. This information is important from a
computational viewpoint. For elliptic equations a finite
solution domain is necessary. The Schlieren photographs can
give an estimate of the HI / D ratio to be considered for a
reasonable approximation of the thermal boundary con­
ditions for such computations (see Fig. 7c).

Figure 9 shows the relative enhancement of the heat
transfer Nu/Nu"" due to confinement. The enhancement of
heat transfer increases with decreasing Ra or decreasing W/D.
As W/D becomes large all the curves merge together and
Nu/Nu"" approach unity. The curves for large Ra approach
unity faster than the curves for low Ra.

Figure 10 is an alternative crossplot of the relative
enhancement of heat transfer as a function of Ra for various
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W/D ratios. Here again it can be seen that as Ra increases 
Nu/Nuo,, decreases for all values of W/D. Also, the en­
hancement of the heat transfer for a given Ra decreases with 
increasing W/D. As W/D increases, the slope of the lines 
decreases continuously and at W/D = 1 2 the slope becomes 
nearly zero. This figure shows that a maximum of 45 percent 
enhancement in heat transfer is obtained for the smallest wall 
spacing, W/D = 1.5, and the smallest Ra studied, 2 x 103. 
Marsters' experimental results [7] predict a maximum of 48 
percent enhancement for W/D = 4 at Ra = 104, and 50 
percent for W/D = 2 at Ra = 103, when HID = 64. Sparrow 
and Pfeil [10] measured enhancement of up to 40 percent at 
W/D = 1.5 and HID = 20. Sparrow and Pfeil, however, do 
not give any information about the effect of the Rayieigh 
number on enhancement for given W/D and H/D. All three 
studies suggest a significant enhancement of heat transfer by 
confinement. The slight discrepancy between the results of 
[10] and this study can be attributed to the different H/D 
values selected (a maximum HID of 20 versus 64). 

In order to obtain an empirical correlation for the entire 
range of W/D and Ra considered in this study, the form 

Nu=g(W/D)f(Ra) (8) 

is proposed. To represent/(Ra), the following form was used 

/ (Ra) = Ram (9) 

which is consistent with equation (7). The value of m = 0.25 
was chosen as the best value of the exponent from the 
available literature for a free cylinder [1-3]. An exponential 
behavior of g( W/D) with W/D was chosen such that 

g(W/D)=B+Eexp[-F(W/D)] (10) 

This form has been suggested by Fernandez and Schrock [14] 
for a geometrically similar problem of natural convection 
from a cylinder buried in porous medium. Using equations (9) 
and (10) and finding the coefficients from a least-squares fit, 
Nu can be represented as 

Nu = [0.481 +0.172 exp(-0.258(JFAD))]Ra0-25 
(11) 

The correlation coefficient for this fit was 0.9978. The data 

o 4 8 12 

[0 .4813 + 0.1721 E x p ( - 0 . 2 5 8 5 ( W / D ) ] R a 0 - 2 5 

Fig. 11 Comparison of experimental data with predictions of 
correlation equation (11) 

are plotted against this correlation in Fig. 11. Also included in 
this figure are data from [7] and [9]. There is clearly a 
discrepancy between the data from [7] and the data from this 
study. The reason for this is not obvious but may be due to the 
different values of H/D considered in the two studies. The 
H/D used by Masters was much smaller than what was used in 
these experiments. It is very likely that at the small values of 
H/D that parameter has a significant role in controlling Nu. 
Further, Marsters positioned the heated cylinder near the very 
bottom of the channel whereas it was centrally located in these 
experiments (z/H = 0.5). There is good agreement between 
our experimental correlation and the numerical results 
presented in [9]. In [9] approximate boundary conditions (for 
velocities and temperature) were employed in the solution 
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scheme. A stream function-vorticity formulation was used to 
obtain the numerical solutions. Since the mass flow rate 
through the walls is not known a priori, an iterative procedure 
was employed for defining the stream function boundary 
condition along the walls. Another drawback of the above 
computations was the use of a composite grid structure (polar 
near the cylinder and Cartesian for the rest of the domain) 
which involved interpolation of the dependent variables. 
Nevertheless, in spite of the limitations of the numerical 
calculations in [9], the agreement with the experimental 
correlation (equation (11)) is quite good. Unfortunately, no 
specific data points from [10] could be plotted on Fig. 11 as 
that information was not provided in [10]. However, it is clear 
that the present data exhibit an excellent degree of self-
consistency and low scatter and the data collapse nicely onto 
one curve (equation (11)). 

Conclusions and Recommendations 
The major conclusion of this study was that the con­

finement of a heated horizontal cylinder by vertical adiabatic 
walls enhances the heat transfer from the cylinder. The 
magnitude of relative enhancement decreases with increasing 
Rayleigh number for all W/D. Furthermore, the enhancement 
of heat transfer from the cylinder decreases with increasing 
spacing of the walls for the entire range of Rayleigh number 
studied. A maximum enhancement of 45 percent was ob­
tained. This occurred at the smallest Ra and W/D studied. An 
empirical correlation was obtained to describe the dependence 
of the average Nusselt number on Ra and W/D jointly. For 
the range of Rayleigh number studied, no optimal W/D was 
obtained for maximum heat transfer as suggested by either 
Farouk and Guceri [9] or Marsters [7], Further investigation 
of this problem for Ra lower than 2 x 103 and for small H/D 
ratios (5, 10, 15, 20 for example) is necessary to determine 
whether such an optimum exists. It may be that such an 
optimum is due to the HID. The heights Hx and H2 may also 
have a dominant role in determining if there is an optimal heat 
transfer for various spacings. Nevertheless, a clear and 

significant effect of confinement on heat transfer rates has 
been demonstrated. 
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Developing Flow and Flow 
Reversal in a Vertical Channel 
With Asymmetric Wall 
Temperatures 
Numerical results are presented for the effects of buoyancy on the hydrodynamic 
and thermal parameters in the laminar, vertically upward flow of a gas in a parallel-
plate channel. Solutions of the governing parabolic equations are obtained by the 
use of an implicit finite difference technique coupled with a marching procedure. It 
is found that buoyancy dramatically increases the hydrodynamic entry length but 
diminishes the thermal development distance. At a fixed wall temperature difference 
ratio, buoyancy enhances the heat transfer on the hot wall but has little impact on 
the cool wall heat transfer. Flow reversal is observed in some cases. Based on an 
analytical solution for fully developed flow, criteria for the occurrence of flow 
reversal are presented. The present numerical solutions yield results that asymp­
totically approach those from the analytical solution. 

Introduction1 

Free and forced convection flows in vertical ducts have been 
investigated extensively. The majority of the recent studies 
have dealt with the circular tube geometry, but increasing at­
tention is being focused on the parallel-plate duct. This con­
figuration is relevant to solar energy collection, as in the con­
ventional flat plate collector and the Trombe wall, and in the 
cooling of modern electronic systems. In the latter applica­
tion, electronic components are mounted on circuit cards, an 
array of which is positioned vertically in a cabinet forming 
vertical flat channels through which coolants are passed [1,2]. 
The coolant may be propelled by free convection, forced con­
vection, or mixed convection, depending on the application. 

Existing literature for the parallel-plate vertical channel 
deals mostly with the limiting cases of free and forced convec­
tion; little information is available for mixed convection. Con­
sider the situation in which the channel walls are cooled by 
forced flow in the upward direction at a prescribed coolant 
flow rate at the duct entrance. Assume that the wall heating is 
sufficiently intense that free convection effects are significant. 
Such a mixed convection problem has not been fully treated in 
the literature. For this problem, the quantitative effects of 
buoyancy cannot be extrapolated from the tube flow case, and 
the phenomenon of flow reversal has not been adequately dis­
cussed. The feature of asymmetric heating and therefore its 
impact on the flow dynamics, indigenous to the parallel-plate 
system, is worthy of additional attention and forms the focus 
of the present paper. 

Four papers have appeared recently that concern convection 
in vertical flat channels. In the first of these papers, Wirtz and 
Stutzman [3] performed measurements on free convection in 
air on a channel with the walls heated uniformly and sym­
metrically. Their results are in close agreement with the finite 
difference calculations of a previous study by Aung, Fletcher, 
and Sernas [4], and lead to a design equation that is accurate 
to ±5 percent. The second paper, by Sparrow, Chrysler, and 
Azevedo [5] with water as the working medium, also deals 
with free convection. This paper provides insight into the 
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reversed flow phenomenon mentioned in the last paragraph, 
for the limiting case of free convection. In the third paper, 
Yao [6] presents an analysis of combined convection in a chan­
nel with symmetric uniform temperature and uniform flux 
heating. The solutions, valid in the developing flow region, 
reveal fundamental information on different length scales that 
distinguish various convective mechanisms traversed by the 
fluid before reaching the fully developed state. However, the 
author did not present quantitative information on the effects 
of buoyancy, but conjectured that reversed flow may be 
present in the fully developed flow region, when the channel 
walls are maintained at uniform temperatures. In the fourth 
paper, Cebeci, Khattab, and LaMont [7] describe a numerical 
analysis for combined convection in the entrance region of a 
parallel-plate channel. The results are presented in terms of 
boundary layer flow parameters, and show the effects of flow 
reversal and of the Prandtl number. 

The present paper is part of a theoretical study of mixed 
convection in a vertical flat channel. In the developing region 
and up to the point of flow reversal, when it occurs, the flow 
problem is described by means of parabolic partial differential 
equations and solutions are obtained by a fully implicit 
numerical method. The flow in the fully developed (FDF) 
region, whether or not flow reversal is present, is obtained by 
an analytical solution of a simplified version of the describing 
equations. Boundary conditions of uniform wall temperature 
(UWT) and uniform heat flux (UHF) are considered. The 
theoretical approaches, analysis and results are presented for 
UWT with asymmetric heating. Results for UHF appear in 
[10]. There are interesting differences and similarities between 
UWT and UHF cases; for a discussion see [9]. The overall 
focus of the study is to obtain quantitative information on the 
effects of buoyancy on the heat transfer in mixed convection. 

Analysis 

Developing Flow. Consider laminar mixed convection be­
tween two vertical plates. The flow is assumed to be two 
dimensional and steady, and the fluid properties are constant 
except for the variation of density in the buoyancy term of the 
momentum equation. The fluid has a uniform vertically up­
ward stream wise velocity distribution at the channel entrance. 
The walls are heated at UWT but the temperatures on the two 
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walls may be different, resulting in an asymmetric heating 
situation. The boundary layer equations appropriate for this 
problem are: 

Table 1 Mesh sizes for uniform wall temperature 

Continuity 

x momentum 
dU 
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y momentum 
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Energy 
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dY Pr 3Y2 

(1) 

(2) 

(3) 

(4) 

In equation (2), use has been made of the Boussinesq equation 
of state, p —p0 = -PP(T—T0), and of the definition p = 
p' —p", wherep" is the pressure at any streamwise position if 
the temperature were T0 everywhere. The latter definition 
gives dp"/dx = —p0g- Hence 

_41_M=_*+jftl(r-ro) 
dx dx 

It is noted that the dimensionless pressure is P — 
(p' —p")/pul< if t n e channel were horizontal, we would have 
P = p'/pu\, the conventional definition in pure forced flow. 
The boundary conditions are 

At Jf=0, 0 < F < 1 : U=\, V=0, 0 = 0, P=0 
AtX>0,Y=0:U= 0, V= 0, 6 = rT (5) 
A t X > 0 , 7 = 1 : U=0, K = O , 0 = l . 

In the above, dimensionless parameters have been defined as 

U=u/u0; 

X=x/(b Re) 

P=(p' -p")/pul 

V= v b/v 

Y=y/b 

(6) 

0 = (T-To)/(T2-To) 

To obtain a solution of the mixed convection problem for­
mulated above, an additional equation expressing the global 

0<A"<0.001 
0.001<^<0.005 
0.005 <X< 0.02 
0.02 <X<0.05 
0.05 <X<oo 

AX 
0.0001 
0.00025 
0.0005 
0.001 
0.005 

Ay 
0.00625 
0.0125 
0.025 
0.05 
0.1 

conservation of mass at any cross section in the channel is also 
required. This becomes 

ll
0Udy=l (7) 

The system of nonlinear equations (l)-(4) is solved by a 
numerical method based on finite difference approximations. 
An implicit difference technique is employed whereby the dif­
ferential equations are transformed into a set of simultaneous 
linear algebraic equations. The solution procedure is identical 
to that described in [4]. The implicit finite difference tech­
nique used is universally stable for all mesh sizes [11]. The 
mesh sizes selected in the solution are uniform in the 
transverse (i.e., Y) direction at all streamwise positions. At in­
creasing X the mesh sizes increase as the computation 
marches into regions where sharp gradients are of lesser 
likelihood. The mesh sizes used in the present investigation are 
given in Table 1. 

In the initial stages of the present investigation, the 
numerical techniques were validated by application to a situa­
tion for which known solutions exist. The case chosen for 
comparison was pure forced convection between parallel 
plates. The computed hydrodynamic and heat transfer results 
have been reported by Bodoia and Osterle [12] and Hwang 
and Fan [13]. In terms of streamwise velocity, pressure drop, 
bulk temperature, and average Nusselt number, the present 
method produces excellent agreement with those from the 
earlier studies. Details of the comparison are given in [9]. 

Fully Developed Flow. When the channel height is much 
larger than the channel spacing, the flow in the channel may 
reach a state in which streamlines are parallel to one another. 
The velocity component Kis zero in the entire cross section of 
flow. This condition leads to a major simplification of equa­
tions (1), (2), and (4), making it possible to derive the solutions 
in closed form. Details of the derivations and the results are 
given in [9, 10]. 

Nomenclature 

A 
b 

De = 
g = 

Gr = 

k = 
Nu = 

P = 
P' = 
P" = 

P = 

surface area 
spacing between plates 
specific heat at constant 
pressure 
hydraulic diameter 
acceleration due to gravity 
Grashof number = 
g$<J2-TQ)V/v2 

thermal conductivity 
Nusselt number 
pressure difference = p' —p" 
static pressure 
hydrostatic pressure 
dimensionless pressure dif­
ference; see equation (6) 
ratio of wall temperature dif­
ferences = (T, - T0)/(T2 - T0) 

Re 
T 
u 
U 

v 
V 

X 

Reynolds number = uab/v 
temperature 
axial velocity 
dimensionless s treamwise 
velocity = u/u0 

transverse velocity 
d imens ion less t r ansve r se 
velocity = vb/v 
streamwise distance from chan­
nel entrance 
dimensionless s treamwise 
distance from channel entrance 
= x/6/Re 
transverse coordinate 
(measured from cool wall) 
dimensionless transverse coor­
dinate = y/b 

thermal expansion coefficient 
dimensionless temperature dif­
ference = (T- T0)/(T2 - T0) 

/* 
V 

p 

1 
2 

m 
m,\ 
m,2 

0 

b 
c 

= 
= 
= 

= 
= 
= 
= 
= 

= 
= 

dynamic viscosity 
kinematic viscosity 
density 

cool wall (i.e., value at y = 0) 
hot wall (i.e., value at y = b) 
mean value 
mean value on cool wall 
mean value on hot wall 
value at channel entrance (i.e., 
at x = 0) 
bulk value 
value at centerline 

300/Vol. 108, MAY 1986 Transactions of the AS ME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Maximum Gr/Re for no flow reversal 
rT (Gr/Re)max 

1.0 
0.8 
0.5 
0.3 
0.0 

360.00 
144.00 
102.86 
72.00 

Results 

In the present study, quantitative information on the effects 
of buoyancy and asymmetric heating have been obtained for 
Pr = 0.72 at Gr/Re = 0, 25, 50, 100, 250, and 500. Typical 
results are given below. 

Qualitative Flowfield Results. The present results show that 
at small Gr/Re the velocity profile, specified as U = 1 at the 
channel entrance, remains positive throughout at all X. At a 
sufficiently high value of Gr/Re for a fixed rT, the streamwise 
velocity is everywhere positive up to a certain X, then a separa­
tion point (i.e., dU/dY=0) develops on the cool wall when rT 

< 1. Such a situation occurs for rT = 0.5, Gr/Re = 250. In 
the latter instance, the solution procedure was successfully 
"marched" past the separation point, and the velocity profile 
eventually exhibited both positive and negative flows that 
finally became fully developed. This represents the only case 
where a stable solution was obtained in the presence of flow 
reversal, aided probably by relatively large streamwise step 
sizes when marching across the separation point and the rapid 
evolution of the flowfield into FDF past this point in this in­
stance. In all other cases, such as for rT = 0.3, Gr/Re = 250, 
the solutions became unstable. 

In [10], analytical solutions for the FDF region have been 
presented. The solution for the streamwise velocity distribu­
tion indicates that both unidirectional flow (in the positive X 
direction) as well as bidirectional flow are possible, with the 
latter case representing a parallel-streamline shear flow. The 
controlling parameters are rT and Gr/Re. In general, bidirec­
tional FDF is promoted by small rT or large Gr/Re with larger 
negative flow (in magnitude and in extent) stemming from 
larger Gr/Re. Bidirectional flow is impossible in FDF when rT 

= 1; for more details, see [10]. For any given rT, the max­
imum Gr/Re for which no flow reversal occurs anywhere in 
the channel for a duct of any length may be derived from the 
criterion given in [10]. The quantitative results are listed in 
Table 2. It is to be noted that the FDF theory does not predict 
the location of the separation point; for any given rT, separa­
tion always occurs, if at all, in the developing region, and the 
location moves upstream with increasing Gr/Re. 

Since parabolic partial differential equations have been 
utilized in the present investigation, the solutions immediately 
downstream of separation are not examined in great detail. 
Boundary layer equations have been traditionally applied, in 
external flow situations, up to the point of separation but not 
beyond; see, for instance, Schlichting [14]. However, several 
studies have been reported (e.g., [7]) where boundary layer 
equations, with the neglect of the streamwise convective term, 
have been used to obtain quantitative or qualitative informa­
tion across the point of separation in duct flow. This approach 
was not used in the present study. 

The present numerical approach yielded stable solution in 
one particular case involving reversed flow. The calculation 
was carried out for Gr/Re = 250 and rT = 0.5. The results are 
reported in [10] to afford comparison with the analytical solu­
tion for FDF, and point to the need for additional clarification 
of the usefulness and limitations of the present approach for 
situations involving flow recirculation. Also in need of further 
investigation is the concept of fully developed flow in the 
presence of bidirectional flow. Some investigations, e.g., [6], 
have conjectured that in mixed convection, FDF may involve a 
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o 

Fig. 1 Streamwise variation of the centerline velocity for symmetric 
heating 
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Fig. 2 Streamwise velocity distribution as a function of position and of 
Gr/Re for symmetric and asymmetric heating 

periodic flow structure. On the other hand, the recent work of 
Sparrow, Chrysler, and Azevedo [5], carried out concurrently 
with our study, illustrates the fact that a parallel-streamline, 
bidirectional FDF can exist. The study in [5] deals with the 
limit of Gr/Re — oo with rT = 0. By means of a thymol blue 
method, the authors observed the direction of fluid flow inside 
the channel. Beyond a certain threshold value of the Rayleigh 
number, they found a pocket of recirculating flow situated ad­
jacent to the unheated wall in the upper part of the channel. 
This recirculation is sustained by fluid drawn in from the am­
bient at the top of the channel. This downward flow passes 
along the cool wall, reverses direction somewhere inside the 
channel, and flows out of the top. The axial extent of the recir­
culation region depends on the system and thermal 
parameters, but is increased as buoyancy increases. 

An additional discussion of flow reversal in the context of 
FDF is given in [10] where, for example, it is shown that even 
in the presence of flow reversal, the centerline velocity is 
always positive at any rT and has a numerical value of 1.5, the 
same as when buoyancy is absent. It should be recognized that 
flow separation as a fundamental fluid flow phenomenon is 
still poorly understood, even in laminar flow. For a recent 
review, see [15]. 

Hydrodynamic Parameters. For a channel with symmetric 
heating at UWT (rT=l), the streamwise variation of the 
centerline velocity is indicated in Fig. 1. It can be seen that 
buoyancy effects are felt very close to the channel entrance 
(X=0). Buoyancy causes increased mass flow close to the 
walls, and since the global mass flow is fixed, the fluid 
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velocities near the centerline decrease. At a sufficiently high 
value of Gr/Re (larger than 100), the centerline velocity 
undergoes a minimum, then once again increases 
monotonically. In all cases, the curves approach a value close 
to 1.5 at large X. 

Since buoyancy leads to increased velocities near the walls, 
the velocity profile attains a concave shape near the center and 
the concavity becomes more severe as Gr/Re increases. 
However, for rT = 1 at all values of Gr/Re, the concavity even­
tually disappears and the profile develops into the fully 
developed shape predicted by the fully developed flow theory 
given in [10]. This effect is illustrated in Fig. 2(a). For asym­
metric wall temperatures (rT<\), the concavity never com­
pletely disappears, as the FDF theory also predicts [10]. A 
skewness in the velocity profile also appears as the fluid moves 
toward the hot wall (F= 1). The smaller rT, the greater is the 
skewness. The distortion of the profile is, however, re­
duced at increased X. On the other hand, increased buoyancy 
introduces a more severe distortion, as illustrated in Fig. 2(b). 

Figure 3 shows the variation of the dimensionless pressure 
parameter P for rT = 1. The figure indicates the streamwise 
variation of the parameter at different Gr/Re. At some point 
along the channel, for Gr/Re values of 50, 100, 250, and 500, 
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Fig. 5 Dimensionless temperature distribution at rT = 0.5 at different 
X and Gr/Re 

the pressure attains a minimum (i.e., —P achieves a max­
imum) and starts increasing. In the upper range of the Gr/Re 
values (Gr/Re > 250), the maximum pressure occurs at about 
the point where buoyancy effects begin to be felt and the 
centerline velocity starts to decrease. In the same range, it is 
also observed that P becomes positive when the centerline 
velocity attains a value less than that of the entry velocity, i.e., 
U = 1. This phenomenon is not observed for Gr/Re less than 
250, although the general behavior of the pressure parameter 
is the same. As in the case of the velocity profiles, the higher 
the value of Gr/Re, the earlier (i.e., at smaller X) the inflec­
tion point occurs. Such a behavior was also discerned in the 
results of Lawrence and Chato [16] for flow in a vertical pipe. 
At large X, the pressure gradient attains a constant value, 
which agrees with the predictions given by the FDF theory 
[10]. It should be noted that to interpret the meaning of a 
positive pressure gradient properly for the curves in Fig. 3 that 
represent Gr/Re > 50, it is necessary to recall that, by the 
definitions stated following equation (4), dP/dX denotes the 
difference between the static and hydrostatic pressure 
gradients. 

The above discussion indicates that in UWT with asym­
metric wall temperature heating, buoyancy initially distorts 
the entering flat velocity profile into one with a concavity near 
the centerline. However, the concavity disappears (rT=\) or 
at least diminishes (rT < 1) downstream and, in the case of rT 

= 1, a fully developed flow with a parabolic profile takes 
place at large values of X. For fully developed flow, theory 
predicts that the velocity profile is asymmetric when rT < 1. It 
may be ascertained from Fig. 1 that the hydrodynamic 
development length initially increases rapidly with Gr/Re, but 
then approaches an asymptotic value at large Gr/Re. This 
behavior is quantified for rT = 1 in Fig. 4, where the develop­
ment length has been taken as the value of X at which the 
centerline velocity is within 0.06 percent of that given by equa­
tion (8) of [10]. Figure 4 shows that buoyancy can increase the 
hydrodynamic development length very dramatically. 

Thermal Parameters. The development of the temperature 
field is exemplified by Fig. 5(a). The FDF temperature 
distribution is a function only of rT and not of Gr/Re. The ef-
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and Gr/Re (star symbols represent positions of flow reversal) 

feet of the latter parameter is felt in the developing region, 
where the buoyancy decreases the temperature in the region 
adjacent to the hot wall while increasing the temperature 
elsewhere in the flow. The phenomenon is evident in Fig. 5(b). 
Thus, buoyancy tends to equalize the temperature in the fluid. 
An examination of the streamwise development of the 
centerline temperature at various Gr/Re reveals that as 
buoyancy increases, its effect is felt closer to the entrance [9]. 
While the thermal development length is usually smaller than 
the velocity development length for gas flows, buoyancy 
effects, which on the one hand lengthen the hydrodynamic 
development and on the other equalize fluid temperatures, 
have increased the discrepancy between the thermal and 
hydrodynamic development distances. 

The axial variation of the bulk temperature for rT = 1 at 
different Gr/Re is displayed in Fig. 6. The bulk temperature is 
defined as 

\\WdY 
h=A (8) 

\\udY 
It may be noted that buoyancy effects are noticeable through a 
long segment of the channel, but not for small or large X. At 
large X, all the curves converge to the value 1. Beyond X = 
0.3, the forced convection solution, curve 1, may be used to 
predict bulk temperatures at all values of Gr/Re. A similar 
trend is observed at rT = 0.5, shown in Fig. 7(a). As predicted 
by equation (10) of [10], with rT fixed the asymptote is still a 

Journal of Heat Transfer 

function of Gr/Re; similarly at a fixed Gr/Re, 6b is a function 
of rT, as indicated in Fig. 7(b). The bulk temperature is seen to 
be less than the value of 1 (for rT = 1), and decreases as rT is 
reduced. 

The "star" symbols in Figs. 1(a) and 1(b) represent the loca­
tions where flow separation occurs. For the case rT = 0.5 and 
Gr/Re = 250, stable solutions were obtained across the 
separation point, even though results are not plotted past the 
separation points in Figs. 7. It may be noted from the latter 
that the flow is nearly fully developed when reversal occurs, as 
has been alluded to in the previous discussion. It may be noted 
also that at a fixed Gr/Re, the point of separation moves 
upstream when the value of rT is reduced. 

The thermal information presented thus far points to in­
creased heat transfer rates as Gr/Re increases. The average 
Nusselt number based on the log-mean temperature dif­
ference, a definition commonly employed in forced convec­
tion, may be plotted as a function of the Graetz number. For 
rT = 1, Gr/Re = 0, the Nu„, results of the present investiga­
tion were compared against the solutions of Hwang and Fan 
leading to no detectable difference [9]. Typical axial variations 
of the average Nusselt number on the two walls for rT < 1 and 
specified values of Gr/Re are given in [9]. It should be noted 
that the cool wall Nusselt number is decreased drastically 
when rT is reduced. At any fixed X, the average Nusselt 
number on either wall is only mildly sensitive to changes of 
Gr/Re, when rT is fixed. Reference [10] shows that FDF in 
these cases implies a linearity of the temperature profile, so 
that there is no net heat addition to the fluid and what occurs 
is simply heat conduction, across the fluid layer, from the hot 
wall to the cool wall. Thus, in the FDF region when rT < 1, 
Nu,„ 2 and Nu„ u are equal in absolute values but are opposite 
in sign. An illustration of this effect appears in the experimen­
tal and theoretical results presented in [4]. 

After the conclusion of the study reported by Worku [9], 
Ormiston [17] published the results of a study of the same 
problem in which elliptic partial differential equations were 
employed. Ormiston compared his results for Uc, U,8c,d with 
those of the present investigation and the agreement is gener­
ally good; however, the two results for Uc do not match well 
in the immediate vicinity of the duct entrance and Ormiston 
ascribes the discrepancy to the fact that finer grid spacings 
were used near the duct entrance in the present study that 
employs the parabolic partial differential equations. 

Conclusions 

The theoretical results obtained in this study show that the 
velocity profiles in the developing regions can become highly 
distorted in mixed convective flows. For rT = 1 at large 
distances from the entrance the profile attains a constant 
parabolic shape in fully developed flow. In both the develop­
ing and the fully developed flow regions, asymmetric wall 
temperatures lead to a skewness in the velocity profiles. The 
hydrodynamic development length increases dramatically as 
Gr/Re increases from zero to about 100, and then gradually 
approaches an asymptotic value. While buoyancy elongates 
the hydrodynamic development region, the thermal entry 
length is shortened. In general, the thermal parameters are less 
sensitive to buoyancy effects; however, the latter are still 
significant. The value of the bulk temperature when rT < 1 is 
shown, in the asymptotic limit of large X, to increase with 
buoyancy. At a fixed Gr/Re, flow separation is observed to 
move upstream (i.e., down the vertical channel) as rT 

decreases. Clearly, the phenomenon of flow reversal in inter­
nal mixed convection involves many unresolved issues, and is 
an area that deserves further attention. 
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Laminar Natural Convection in 
Shallow Open Cavities 
Experimental investigation on natural convection in a two-dimensional open cavity 
was performed using laser-Doppler velocimetry. The cavity is rectangular with one 
vertical heated wall facing a vertical opening, and with the two horizontal walls in­
sulated. Studies for an open shallow cavity with an aspect ratio of 0.143 and 
Rayleigh numbers ranging from 106 to JO7 under the steady laminar conditions were 
carried out using water as the working fluid. Heat transfer was found to approach 
that for a vertical heated flat plate. The measured velocity and temperature profiles 
illustrate the effect of the open boundary which can be viewed as consisting of two 
parts: the outgoing hot fluid flow exhibiting strong characteristics of the cavity con­
dition, and the incoming flow influenced by outside conditions. 

Introduction 
Buoyancy-driven natural convection is an important mode 

of heat transfer in many engineering systems. Among various 
problems of natural convection, internal flows arising within 
enclosures have received a lot of attention in recent years [1, 
2]. However, relatively few studies have been directed to 
buoyant flows in open cavities or partial enclosures. The open 
two-dimensional rectangular cavity in the present study is 
shown in Fig. 1. It has two horizontal insulated walls of length 
L, one heated vertical wall of height H maintained at a con­
stant temperature TH (hot), and a vertical face open to a sur­
rounding at a constant temperature T„ (ambient, cold). It is 
assumed that at a sufficient distance away from the opening, 
the ambient or reservoir can be described by an overall 
characteristic temperature T„. In this problem of natural con­
vection in an open cavity, there are internal flows, external 
flows, and their interactions. The internal flows in the cavity 
usually involve boundary layers at the walls enclosing a core 
region. The external flows include the rising plume of hot fluid 
exiting from the opening and the inflow of cold fluid drawn 
from the ambient. Examination of these interactions is one of 
the objectives of the present study. 

A shallow open cavity is one with a small height-to-length 
(H/L) ratio. An example of a system modeled by such a 
geometry is a pipe with one end connected to a reservoir and 
the other to a closed valve. The temperature difference be­
tween the valve and the reservoir provides a driving force for a 
natural convective loop. The interest can be in the prediction 
of heat transfer in cryogenic fluid storage. From a nuclear 
reactor safety design viewpoint, the pipe can be part of a 
coolant transfer system to the hot reactor core. Knowledge 
about the temperature distribution along the pipe wall will be 
useful for thermal stress analysis. The use of a two-
dimensional rectangular model is evidently a great simplifica­
tion of the real system, but it should give some basic informa­
tion of the physical phenomena involved. 

There have been few experimental studies on natural con­
vection in open cavities. Chen et al. [3] studied natural convec­
tion in rectangular open cavities heated on all sides. Visualiza­
tion of the flow and temperature measurements were con­
ducted at different angles of inclination. Sernas and 
Kyriakides [4] made measurements in a two-dimensional 
square open cavity in air at a Grashof number of 107. The bot­
tom wall was maintained at ambient temperature and no tur­
bulence was observed. Hess [5] obtained velocity profiles for 
Ra between 1010 and 10" for both constrained and un­
constrained square open cavity geometries with insulated top 
and bottom walls. Bejan and Rossie [6] studied natural con­

vection in a horizontal duct connecting two fluid reservoirs. 
Fluid velocity and temperature profiles were measured in the 
region of the channel. Other related studies include natural 
convection in a closed shallow enclosure by Imberger [7] and 
Al-Homond and Bejan [8]. A considerable amount of work 
has been done on partial enclosures by the fire research com­
munity including experimental and numerical studies of the 
buoyant flow generated by fire [9-13], Relatively little atten­
tion has been paid to the interaction of the flows at the open 
boundary. By setting the opening far away from the heated 
wall, as in a shallow open cavity, the conditions at the open 
boundary can be examined independently. 

In the present study, natural convection in a shallow open 
cavity has been investigated under the steady laminar condi­
tions using water as the working fluid. The overall heat 
transfer rates have been obtained by measuring electrical 
power input to a wall heater. These results are supplemented 
by velocity measurements using laser-Doppler velocimetry 
(LDV) and by temperature measurements using a thermocou­
ple probe. 

Experimental System and Measurements 

Figure 2 shows a simplified diagram of the apparatus for the 
experiment. The cavity is 4.45 cm high, 31.1 cm long, and 61.0 
cm wide. The two-dimensional shallow cavity therefore has a 
height-to-length aspect ratio of 0.143. It has a vertical heated 
wall of aluminum with the opposite end open to a large cubic 
tank 61.0 cm on the side. The ratio of the volume of the tank 
to that of the cavity is greater than 20 and the tank models a 
reservoir or an ambient surrounding. The top and bottom 
horizontal walls of the cavity are thermally insulated by plex­
iglass walls and glass wool. The side walls of the cavity and the 
tank are constructed of 0.95-cm-thick plexiglass. This allows 
optical access of laser beams to the flow. A cooling water coil 

'//////•// /s//, 
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Fig. 2 Experimental apparatus 

on a copper plate is positioned at the far end of the tank about 
60 cm away from the opening. This permits the circulating 
water to cool down before returning to the cavity. The heater 
wall consists of a tubular electric heater embedded in a 
1.27-cm-thick aluminum plate. The backside of the heater 
plate is insulated with glass wool. Input power to the heater is 
measured by an ammeter and a voltmeter. The voltage supply 
is monitored by a variable voltage controller. Copper-
constantan thermocouples have been inserted to a depth of 
0.08 cm (1/32 in.) from the heater wall. Their positions are 
roughly shown as circular dots in Fig. 2. Several of them are 
placed in the lateral (third dimension) direction so that the 
two-dimensionality assumption can be checked. A thermo-
probe is used to measure the temperature of water in the cavity 
and the tank. It consists of a thermocouple inside a stainless 
steel tube, which is mounted on a traversing mechanism. 
Temperatures are read directly from a digital thermometer. 

During the heat transfer measurements, the two vertical 
plexiglass end walls of the cavity were further insulated by 
glass wool to give a better modeling of the two dimensionality 
and to minimize heat losses from the end walls. Heat losses 
from the top and bottom walls were estimated from the 
temperature readings in the inner side and the outer side of the 
plexiglass wall, and those in the insulation at several locations. 
Heat leaks were largest from the top wall at places near the 
heater. As the losses occurred downstream of the heated wall, 
the results of the experimental Nusselt number were not cor­
rected with these estimated losses. This was based on the 
assumption that the heat transfer mechanism was very similar 
to that for a vertical flat plate and that assumption was sup­
ported by the numerical results [14]. Due to the elliptical 
nature of the problem, this assumption admittedly represented 
an approximation. When the variable voltage power supply 
was adjusted to a specific setting, steady state was achieved, 
usually in about 6 h. The voltage and current to the heater 
were recorded, and the power input to the cavity was 
calculated after the correction of the estimated heat leaks from 
the backside of the heater. The error in the heater power input 
was estimated to be less than 18 percent. The heater wall 

temperature TH was obtained from averaging the wall 
temperatures along the vertical center line. The water tank 
temperature T„ was taken at a location about 25 cm from the 
opening, at about the same depth as that of the bottom wall of 
the cavity. 

An LDV system with dual beam forward scattering was 
used to measure the small velocities occurring in natural con­
vection. A laser beam from a 2 W argon-ion laser (X = 514.5 
nm) was split into two parallel beams separated by 50 mm. 
One of the beams was frequency shifted optically by 40 MHz 
in an acousto-optic (Bragg) cell. The shift made it possible to 
distinguish the direction of the flow. The beams were focused 
by a lens with focal length 598 mm and crossed to form a 
measuring volume of diameter 0.66 mm and length 16 mm. 
The longer dimension lay parallel to the width of the cavity 
and did not greatly affect the measurement accuracy in the 
two-dimensional flow. The half angle of the intersecting laser 
beam was 2.39 deg and the fringe spacing was 6.2 /wn. The 
whole laser and transmitting optics were mounted on a milling 
table with a three-dimensional traversing mechanism which 
allowed manual positioning accurate to 0.025 cm (0.01 in.). 
The collecting optics had a lens of focal length 134 mm which 
focused the scattered light on a pinhole of 0.025 mm diameter. 
A photomultiplier tube (RCA-4526) converted the light signal 
to an electrical signal which was amplified, electronically 
downshifted, filtered, and then processed by a TSI-1090 
tracker. No seeding was required as the laboratory water pro­
vided enough particles for scattering. The tracker usually 
verified about 800 samples per second. The typical Doppler 
frequencies were about 500 Hz and the system could resolve 
velocities as low as 0.03 cm/s. 

In the velocity measurements, the laser beams were allowed 
to enter and cross near the middle of the cavity width. 
Horizontal velocity profiles were obtained by sweeping ver­
tically from top to bottom at the opening or other horizontal 
positions inside and outside the cavity. Vertical velocities were 
measured by horizontal sweeps at different depths, after first 
rotating the transmitting optics by 90 deg. The change in 
refractive index of water with temperature presented a prob­
lem for measurements of vertical velocities near the heated 
wall. As one beam traveled from the top (hot) to the bottom 
(colder) through the long cavity width, while the other beam 
did the reverse, they were thrown off their intended position 
of crossing. Other difficulties encountered involved the 
geometric relation between the beams and the walls which 
sometimes interfered with one of the beams. These problems 
were partly solved by moving the transmitting optics so that 
the optical axis was at an angle to the heated wall. The laser 
beams therefore would avoid the thermal boundary layer as 
much as possible. The validity of the two-dimensional 
assumption was checked by moving the measuring volume 
along the width of the cavity. Steadiness of the flow was ex­
amined by looking at the signal over a period of time at a 
specific location. 

After completing the flow measurements, the temperature 
measurements were taken by traversing the thermoprobe in­
side the cavity and the tank, in the same manner and location 

Nomenclature 

B = ratio of length to height = L/H 
g = gravitational acceleration 

H = height of cavity 
h = average heat transfer coeffi­

cient for the heated wall 
k = thermal conductivity of water 
L = length of cavity 

Nue = experimental Nusselt number, 
equation (1) 

Pr = Prandtl number = v/a 
Q = power input to heated wall 

Ra = Rayleigh number, equation (4) 
T = temperature 

Tf = film temperature, equation (3) 
TH = hot wall temperature 
Tn = ambient temperature 

AT = temperature difference, equa­
tion (2) 

W = width of experimental cavity 
a = thermal diffusivity of water 
(3 = coefficient of thermal expan­

sion of water 
X = wavelength of laser beam 
v = kinematic viscosity of water 
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Fig. 3 Variation of experimental Nusselt number Nue with Ra for 
shallow open cavity 

as that for the laser measuring volume. Because the 
temperature differences were small, measurements became 
difficult especially inside the thermal boundary layer. The 
two-dimensionality and steady-state assumptions were also 
checked by the temperature readings. One important piece of 
information obtained from the temperature measurements 
was that the water in the tank was stratified. The stratification 
was much stronger in the lower half of the tank. This finding 
helped to explain the observation that the fluid was drawn 
horizontally into the cavity. 

Experimental Results 

Heat transfer results have been obtained and plotted in Fig. 
3, showing the variation of overall Nue with Ra ranging from 
1.5 x 106 to 2.9 x 107. The results were repeatable under the 
experimental conditions. The wall temperatures along the ver­
tical center line were about uniform to within 0.2°C. The two-
dimensionality assumption on the heater wall was reasonable 
around this center line but did not hold as well near the two 
ends. 

If an average heat transfer coefficient h can be obtained for 
the heated wall such that 

Q = h(HW)AT 

then an experimental Nusselt number Nuc 

hH/k, or 

Nu„ 
kWAT 

can be defined as 

(1) 

where 

AT=T„-T„ (2) 

In the calculation of the results, the properties are evaluated at 
the film temperature Tf where 

Tf=(TH+T„)/2 (3) 

The Rayleigh number is defined as 

Ra = g/3A77/Vm (4) 
The experimental data can essentially be separated into two 

regions. For Ra greater than or equal to 107, the data points lie 
on a straight line with Nue varying with Ra to the power 0.243. 
From Ra= 1.5 x 106 to 107, the data points follow a smooth 
rising curve, then the slope levels off and approaches the 
asymptotic relation dependence for higher Ra. Physically, at 
low Ra, conduction and convection jointly contribute to heat 
transfer. As Ra increases, convection gradually increases the 
rate of heat transfer and eventually dominates in the boundary 
layer regime. The approach of the heat transfer to that of a 
vertical heated flat plate [15] agrees with the conclusions from 
the experimental work of Sernas and Kyriakides [4]. 

The errors in the data points presented in Fig. 3 involve both 

0 1.5 10.8 18.4 
Distance From Heated Walt (cm) 

0.12 cm/sec 

opening 
cm From Opening 

Fig. 4 Horizontal velocity and temperature profile for Ra = 1.05 x 106, 
Pr = 8.7 

Ra and Nuc. The error in the measurement of the temperature 
difference AT included both the uncertainties for the wall 
temperature TH, of about 0.2°C, and the ambient water 
temperature T„,, of 0.1°C. This yielded, for the range of 
temperature difference considered, an error in Ra from 22 per­
cent for the low Ra value to 2 percent for the high values. 
Error in the experimental Nusselt number Nue as defined in 
equation (1) included both the errors in Q, about 18 percent as 
stated previously, and those in AT. This gave a percent error 
for Nue from 28 to 18 percent for low to high Ra values. 

In another set of experiments, velocity and temperature pro­
files were obtained in a shallow open cavity for Ra = 1.05 X 106 

and Ra= 1.27 x 107. The basic flow patterns were essentially 
the same for both values of Ra. Fluid was drawn horizontally 
into the cavity toward the heater wall. As the fluid was heated, 
it rose, turned around 90 deg, and accelerated slightly as it 
moved toward the opening. The fluid went out of the opening, 
up the vertical wall, across horizontally as the top layer in the 
water tank, down the cooling plate, and completed its cycle 
when it was drawn toward the opening. This was the dominant 
fluid motion. Very little movement occurred in the lower half 
of the tank. This region was thermally stratified and relatively 
stagnant. The fluid was drawn into the cavity from the fluid 
layer situated in the tank at the same depth as the cavity open­
ing. In a real situation, the fluid could be expected to be drawn 
into the cavity radially, as if by suction. The experiment 
showed that the flow was essentially steady and two dimen­
sional except near the end walls. 

Ra = 106 

Figure 4 shows the horizontal velocities measured for 
Ra=1 .05x l0 6 (Ar=1.4°C, Tm = 12.8°C, Pr = 8.7). The 
temperature profiles are presented at several locations. Con­
servation of mass across each section is good to within 12 per­
cent. The temperature profiles are essentially stratified or 
linear inside the outgoing flow at the top part of the cavity, 
and are uniform at almost the ambient temperature for the in­
coming flow. The outgoing and incoming flows occupy 
roughly equal upper and lower halves of the cavity except near 
the opening where the outgoing flow accelerates. The outgoing 
flow occupies about 32 percent of the cavity opening and has a 
pointed profile as the hot fluid goes up and out of the opening. 
The incoming flow has a shape different from the expected 
smooth round profile. It shows a "bump" near the bottom 
part of the entrance. This occurred during the experiment 
when the natural convective flow went up to the lower vertical 
wall of the tank, which was warmer than the surrounding 
water due to insufficient insulation. In the flow region just 
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outside the cavity, the incoming flows are essentially horizon­
tal. The temperature profile in the outgoing flow is not linear 
at the opening as the upper part of the incoming flow is 
warmed by conduction. The temperature profile at the bottom 
of the incoming flow illustrates the effect of natural convec­
tion up the vertical wall. 

Figure 5 presents the vertical velocities near the opening. 
The wall plume profile is very well defined at 1.3 cm from the 
top of the cavity. Its shape compares well with that of a plume 
arising from a line thermal source on an adiabatic wall [16]. 
Vertical velocity profiles due to natural convection along the 
lower vertical wall are not smooth. The flow is driven by both 
natural convection and suction toward the cavity. At the mid-
cavity depth, the vertical velocities are essentially zero. 

Ra = 107 

Velocity and temperature profiles have also been obtained 
for Ar=7.4°C and 7,

00=21.3°C. This gives Ra=1.27xl07 

and Pr = 6.2. Figure 6 shows the horizontal velocities. The 
outgoing flow occupies a narrower passage and has a higher 
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Fig. 8 Vertical velocities at heated wall for two values of Ra 

maximum velocity than the incoming flow. The incoming flow 
at the opening has a smooth profile. The natural convection 
up the lower vertical wall was eliminated at higher tank 
temperatures, closer to the room temperature during the ex­
periment. The incoming flow again enters horizontally due to 
stratification in the tank. The outgoing flow occupies 23 per­
cent of the opening. The narrowing of the flow width is ac­
companied by a more pointed velocity profile. The ap­
proaching flows from the far field have patterns similar to 
those for Ra=106, except for the higher velocities at levels 
above the top of the cavity. They are due to increased entrain-
ment to the wall plume along the upper vertical wall. The 
temperature profile at the opening is masked by the stratifica­
tion of the fluid in the tank. Because of increased heating, the 
stratification effect becomes more severe. This can be ob­
served from the uneven temperature profile at 5.1 cm from the 
opening. 

Figure 7 shows the vertical velocities near the opening. The 
flow along the lower vertical wall is very small. The vertical 
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velocities are zero around midcavity depth as the approaching 
flow enters the cavity horizontally. The wall plume profiles are 
well defined, with increased buoyancy effect at the higher Ra. 

Vertical velocities at the heater wall were also measured in 
spite of the difficulties encountered as explained earlier. 
Figure 8 shows the cases for Ra=106 and Ra=10 7 . Even 
though the heat transfer results resemble those for a flat plate, 
the velocity profiles are different. Downward flows are pres­
ent to supply entrainment to the upgoing flow. These are the 
effects of the restrictive horizontal walls. 

It should be pointed out that the two different Ra cases lie 
within a close range and the flow and heat transfer 
characteristics are quite similar. They are investigated to ex­
amine the general trend of changes with varying Ra. 

For both Ra cases, the temperature measurements were ac­
curate to 0.1 °C in the whole field outside the thermal bound­
ary layer and the accuracy from the LDV system was 0.03 
cm/s for the velocity measurements. 

Discussion 

One of the objectives of the present study is to obtain an 
understanding of the flow characteristics near the open 
boundary. Different regimes of flow near the open boundary 
have been observed in the experiments. The outgoing flow is 
made up of hot fluid force driven by the cavity heating and 
this fluid also "escapes" from under the restrictive horizontal 
wall. When the horizontal exit velocities are not high enough 
to form a buoyant jet, as in the experiments, a wall plume rises 
up the vertical wall above the opening. This plume entrains 
fluid from the ambient surrounding. The approaching flow 
from the ambient far field feeds this entrainment and also the 
incoming flow entering the cavity. When the fluid is thermally 
stratified, this approaching flow is essentially horizontal, pro­
ceeding right into the cavity. If there is little stratification, the 
flow is expected to approach radially toward the lower part of 
the opening which acts like a mass sink. The flow along the 
lower vertical wall arises from suction toward the opening and 
also from a possible natural convective flow when this wall is 
at a higher temperature than the ambient. Thus the incoming 
flow at the opening is affected by these various external condi­
tions. In addition, flow separation due to the flow turning 
around the corner may occur if the velocity is high enough. 
However, this was not observed in the experiments. 

If Ra is small, or if the cavity is sufficiently shallow (long), 
flow inside the cavity can closely resemble that in a core region 
where the flow is everywhere parallel to the horizontal walls. 
In the experimental study the flow inside the cavity remains 
"unicellular" throughout. No recirculation or secondary cell 
was observed. The open boundary seems to produce a stabiliz­
ing effect in allowing the strongly driven flow to escape freely. 

The absence of an opposing shear flow from below, in con­
trast to that of a closed enclosure, may be the reason for this 
phenomenon. 

The major conclusion of this study with an open boundary 
condition is that the outgoing flow is forced by the cavity 
heating while the incoming flow is affected by the external 
conditions. The overall flow near the open boundary is rather 
complicated and will be an interesting subject for further 
investigation. 
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Pseudo-Steady-State Natural 
Convection Heat Transfer Inside a 
Vertical Cylinder 
The SIMPLER numerical method was used to calculate the pseudo-steady-state 
natural convection heat transfer to a fluid inside a closed vertical cylinder for which 
the boundary temperature was spatially uniform and the temperatures throughout 
the entire system were increasing at the same rate. {Pseudo-steady state is com­
parable to the steady-state problem for a fluid with uniform heat generation and 
constant wall temperature.) Stream functions, temperature contours, axial 
velocities, and temperature profiles are presented. The range of calculation was 
0.25<H/D<2, Ra<107, and Pr= 7. This range includes conduction to weak tur­
bulence. A characteristic length defined as 6x (volume)/(surface area) was used 
since it seemed to produce good regression results. The overall heat transfer for the 
convection-dominated range was found to be correlated by Nu = 0.519 Ra0-2", 
where the temperature difference for both theNusselt and Rayleigh numbers was the 
center temperature minus the wall temperature. Correlations using other 
temperature differences are also presented for estimating the volumetric mean and 
minimum temperatures. 

Introduction 

Natural convection in enclosures commonly occurs in 
nature and in technological applications. This phenomenon 
plays an important role in such diverse applications as cooling 
of cans of beverages, heating of buildings and fluid storage 
vessels, emergency cooling of nuclear reactors, temperature 
stratification in cryogenic fuel tanks, and cooling (heating) 
chemical reactors generating (consuming) heat uniformly, to 
name but a few. In these cases, the fluid is driven by density 
variations in a body-force field, and the flow pattern depends 
critically on the applied heating conditions and the bound­
aries. These kinds of systems are governed by the 
Navier-Stokes equations, but, due to the complexity of the 
equations and the coupling of the dependent variables, general 
analytical solutions are still not possible. Most previous 
research efforts have been based on experimental work and, 
recently, on numerical approaches. 

The purpose of this work was to aim for an improved 
understanding of internal natural convection problems. 
Recently there has been substantial work on the analysis of 
thermal convection in vertical cylinders heated from below 
and in cylindrical annuli. In the following introduction we 
only mention work with two-dimensional temperature gra­
dients and within single vertical cylinders. A characteristic of 
this group of studies is the existence of a surface heat source or 
a heat sink, but not both. 

Previous studies include a step change in the wall 
temperature of cylinders with H/D ratios from 0.75 to 2.0 by 
Evans and Stefany [1]. For Rayleigh numbers (based on initial 
temperature difference and diameter) from 6x 105 to 6x 109, 
the heat transfer was correlated by Nu = 0.55 Ra0-25. Evans et 
al. [2] have presented a thorough treatment of transient 
natural convection in a partially filled vertical cylinder sub­
jected to a uniform side wall heat flux. A range of Grashof 
numbers from 103 to 10", H/D ratios from 1 to 3, and 
Prandtl numbers from 2 to 8000 were studied, encompassing 
both laminar and turbulent flow regions. 

Natural convection heat transfer of a uniformly heat-
generating fluid is difficult to achieve experimentally. In 
Murgatroyd and Watson's [3] experiments, a solution of HC1 
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(3 < Pr < 9) was heated by passing an alternating current be­
tween two copper electrodes, one at each end of the cylinder. 
A high flow rate of cooling water around the outside of the 
cylinder was used to keep the wall temperature constant and 
uniform. Modified Rayleigh numbers, based on rate of 
heating per unit volume, from 2x 103 to 3x 106 were used 
(which corresponded to laminar flow). This type of system can 
be numerically simulated by a uniform internal heat source or 
by pseudo-steady state. The analogy between pseudo-steady 
state and uniform internal heat source has been discussed by 
Daney [4]. Daney used a cooling bath to provide a constant 
temperature difference between the internal fluid and the 
cylindrical vessel wall. The cooling rate was controlled by the 
amount of evaporation from the cooling bath; therefore a 
specific bath fluid was required for each temperature dif­
ference desired. Horizontal temperature gradients were found 
to be negligible for the insulated ends of the cylinder. Vertical 
temperature distributions as well as Nusselt numbers were 
reported for Rayleigh numbers from 7 x 108 to 6 x 10". 

Efforts to solve pseudo-steady-state (or uniform heat 
generation) natural convection inside vertical cylinders with 
moderate height-to-diameter ratios by analytical methods has 
received limited attention. Seemingly, there has been no 
previous work using primitive variables to solve this problem. 
The only solution available was presented by Kee et al. [5], 
who used the stream function-vorticity method to formulate 
the uniform heat generation problem. An instrumented 
cylinder containing radioactive tritium gas was used to 
demonstrate experimental and analytical agreement. Their 
work provided a valuable comparison for the lower Rayleigh 
number results of this paper. 

Compared with experimental investigations, the proper 
numerical method can offer the advantages of low cost, high 
speed, the ability to provide complete information, and ease 
of application to different conditions. Numerical results re­
quire the solution of the Navier-Stokes and energy equations, 
which are highly nonlinear and inseparably coupled. For this 
case of natural convection, the temperature gradient is the on­
ly driving force for flow; therefore, both fields are coupled 
and must be calculated simultaneously. This substantially in­
creases the difficulty of calculation compared to forced con­
vection problems where the flow field is usually determined 
prior to temperature field. In addition to the complexity of the 
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equations, a wide range of parameters must be taken into ac­
count. In usual applications, the Prandtl number covers about 
five orders of magnitude and the Rayleigh number can span 
ten orders of magnitude. These facts make the calculation 
algorithm not only difficult, but also parameter dependent. 

The Semi-Implicit Method for Pressure-Linked Equations, 
Revised (SIMPLER) algorithm was proposed by Patankar and 
is fully described in his book [6]. The essence of the algorithm 
is to successively correct the pressure field so as to satisfy the 
boundary conditions and the continuity equation with the 
velocities calculated via the momentum equations. Recently, 
this method has become a powerful tool for solving fluid flow 
problems, and numerous papers based on it have been 
published. However, Pollard and Thyagaraja [7] pointed out 
that this method appears to encounter convergence difficulties 
when the momentum equations are driven by body forces, 
even if no physical instability occurs. They proposed a 
Pressure Reduction by Force Decomposition (PRFD) method 
in conjunction with the SIMPLE algorithm to avoid numerical 
instability. A new variable as function of position was defined 
and a Poisson equation was solved in addition to the govern­
ing equations. 

Formulation of the Problem 

The system studied consisted of a fluid completely enclosed 
in a vertical cylinder. Initially the fluid was motionless and at a 
uniform temperature. Suddenly, the temperature of the 
cylinder walls (top, bottom, and side) underwent a step 
change. A transient period started, during which the fluid 
temperature and velocity changed with time due to heat con­
duction through walls and natural convection inside the 
cylinder. Following the step change, the wall temperature was 
also adjusted dynamically to sustain a constant wall-to-center 
temperature difference equivalent to the step change. Calcula­
tion were carried out through the transient period until 
pseudo-steady state was reached, at which time the 
temperature difference between any two points in the fluid 
was time invariant. 

To formulate this problem, it was assumed that: (1) all 
variables were 0-direction independent; (2) the fluid was 
viscous and incompressible; (3) dissipation terms were negligi­
ble; and (4) all physical properties were constant except for the 
density in buoyancy term, which was expressed as a linear 
function of temperature (the Boussinesq assumption) 
P = p0(l - (3(7"— T0)). If pressure is defined as 

P=P-(Pi,-Tr)=P + Pogz (1) 
wherep is the actual pressure at any point in the fluid, ph is the 
hydrostatic pressure of a column of fluid at the reference 
temperature, and ir is a reference pressure at the bottom of the 

cylinder, then P is a pressure term without hydrostatic in­
fluence. Using the following dimensionless variables 

r'/D, z = z'/D, t = -
t' 

(D2/v) 

WD)'V* 

T'-T0' 

(v/D) 
(2) 

T ' -
, P--

p(v/Df 

the governing equations can be expressed in the following 
dimensionless form 

(3) 

(4) 

(5) 

(6) 

dvr dvr 
+ v. r dr 

d(rvr) 

dr 

dv. 
z dz 

dv, dv7 dv7 
— - + v r - r L + v ! — 1 - = 
dt r dr z dz 

dT 

17 
dT 

dz 

dP 
= - + V 

dr 

dP , 
-—-+ V 2 t 

dz 

dT 1 

2tV — 

, + Gr 

v2r 

vr 

r2 

• T 

with dimensionless initial conditions of 

r = 0 , vr = vz = 0 for^ = 0 

and dimensionless boundary conditions of 

vr = vz = 0, T= Tc + { at solid boundaries 

(7) 

(8) 
dv±=dT_ 

dr dr 
- = 0 a t r = 0 

where all unprimed variables and operators are dimensionless. 
The distribution of the local heat flux may be evaluated 

from Fourier's law, q' = -k(dT'/dn') since the convective 
terms are zero at the boundaries. Letting n = n'/D, the local 
and the overall Nusselt numbers (based on diameter) can be 
expressed as 

Nu *=-

Nu* 

h'D dT 
(local) 

k dn 

N U / G L 4 

(overall) 

(9) 

(10) 

In defining the Rayleigh and Nusselt numbers, several 
characteristic lengths were evaluated. The following gave the 
best correlation 

L = 6-
volume 

surface area =4-
L1 + 

3(H/D) 

2{H/D) 
= D-f (11) 

N o m e n c l a t u r e 

A = area 
D = diameter 
/ = H/D function, equation (10) 
g = acceleration of gravity 

Gr = Grashof number 
h = heat transfer coefficient 

H = height 
k = thermal conductivity 
L = characteristic length =D»f 
n = normal vector 

Nu = nusselt number based on L 
p = actual pressure 

P), = hydrostatic pressure = 7r - p0gz 
P = P +PoSZ 

Pr = Prandtl number 

q = heat flux 
r = radial position 

Ra = Rayleigh number based on L 
t 

T = 
V = 
z = 
a = 
P = 

V- = 
v — 

7T = 

P = 

time 
temperature 
velocity 
axial position 
thermal diffusivity 
coefficient of thermal 
pansion 
dynamic viscosity 
kinematic viscosity 
reference pressure 
density 

ex-

V2 = two-dimensional Laplacian 
operator 

Subscripts 

c 
0 
r 

w 
X 

z 

= center 
= initial 
= radial-component property 
= wall 
= local variable 
= axial-component property 

Superscripts 
' = dimensional variables 
* = based on diameter 
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(a) Ra = 102 (b) Ra = 104 (c) Ra = 105 (d) Ra = 106 (e) Ra - 107 

0.0012 0.12 0 .55 1.30 3.0 
-0.13 -0.90 

-0.55 

Fig. 1 Stream function contours for H/D = 1 cylinder; maximum 
(minimum) stream function value of each circulation is shown after Ra 

This choice of L also had the following advantages: (1) L =D 
when D = H; (2) L takes into account both D and H: When 
they are close, more weight is put on the smaller of the two, 
which is intuitively realistic; (3) L depends only on the smaller 
dimension as one becomes very large compared to the other. 
The Rayleigh number and the Nusselt number using L and D 
can be related as 

N u = / N u * (12) 

R a = / Ra* (13) 

Numerical Method 

The equations above, with the associated initial and 
boundary conditions, provide a complete mathematical 
description of the problem. These equations were solved by 
the SIMPLER algorithm which is briefly described here. The 
grid structure was based on the Marker and Cell (MAC) 
method of Harlow and Welch [8], which involves the use of 
primitive variables (velocities, pressure, and temperature). A 
special feature was that the grid points at which the velocity 
components were computed were shifted along the coordinate 
direction to the edge of the control volume where other fields 
were computed so that there was a close relationship between 
the velocities and the motive pressure differences. The partial 
differential equations were discretized by a power-law scheme 
[9]. The resulting finite-difference equations included the 
velocity equations, temperature equation, and pressure equa­
tion. The pressure equation was derived by substituting the 
velocity (in terms of the pressure) into the equation of con­
tinuity. This method made the velocity field satisfy continuity 
only if the correct pressure field was also employed. A line-by­
line method was used to simplify the solution of the general 
AflV-variable system to iteratively solving MA'-variable and 
NM-variable tridiagonal systems. 

The calculation parameters were Rayleigh number and the 
height-to-diameter ratio. Cases with a Rayleigh number up to 
10\ H/D of 0.125, 0.25, 0.5, 1, and 2 were calculated. A 
Prandtl number of 7 was used, corresponding to water; 
however, the influence of the Prandtl number was not ex­
pected to be significant since it is generally accepted that 
steady-state natural convection can be described by geometric 
parameters and the Rayleigh number alone when the Prandtl 
number is greater than 5. To further support this, two cases 
(with the Prandtl number equal to 7 and 180, Ra= 105, and 
H/D=\) were calculated for comparison, and the resulting 
temperature profiles coincided exactly. 

To establish the finite-difference equation involving 
boundary points and to solve the discontinuity problem at the 
boundary, the harmonic-mean method of Patankar [10] was 
used. Considerably finer grids were applied to the region close 
to the boundaries to reduce errors due to this boundary condi­
tion approximation and rapid changes in that area, and to in­
crease the accuracy of heat flux calculations. Grids of 10 x 10, 
10x28, and 19 x 19 were generally used and the results were 
determined to be grid independent by a comparison of solu­
tions obtained with different grids. 

(a) Ra = 103 (b) Ra - 104 (c) Ra = 105 

0.012 0.113 0.475 

(d) Ra = 10 (e) Ra = 8 x 10 
1.40 2.5 
-0.22 -0.5 

0.35 

Fig. 2 Stream function contours for H/D = % cylinder; maximum (and 
minimum) stream function value of each circulation is shown after Ra 

(a) Ra = 103 (b) Ra = 104 (c) RH = 105 

0.007 0.07 0.4 

(d) Ra = 10 (e) Ra = 10 
0.48 1.25 

-0 .04 - 0 . 2 
0.23 

-0 .04 

Fig. 3 Stream function contours for H/D = VA cylinder; maximum (and 
minimum) stream function value of each circulation is shown after Ra 

The pseudo-steady-state solution was calculated by 
marching through transient steps until temperatures at all grid 
points were changing at the same rate. The size of a time step 
was determined by assuming that the change between two con­
tiguous steps was inversely proportional to the step size. 
Smaller initial dimensionless time steps were required for 
larger Rayleigh numbers. Time steps from 10 - 3 to 10~5, cor­
responding to the Rayleigh number of 10 to 107, were used. 
The size of the time steps increased as the calculation ap­
proached steady state. 

Patankar [6] suggested that this scheme would not converge 
without underrelaxation of the momentum and energy equa­
tions. However it was found that for small Rayleigh numbers, 
or for small time steps, or close to steady state, the use of the 
underrelaxation coefficient would greatly overdamp the 
response resulting in excessive computer time. Therefore, dif­
ferent relaxation coefficients, ranging from 0.3 to 1, were 
used, depending on the convergence rate. 

Results 

The results are presented in the form of streamline and 
isotherm contours. Axial velocity and temperature profiles at 
several heights and Rayleigh numbers are also presented to 
provide supplementary information. Heat transfer results are 
presented as the Nusselt number versus Rayleigh number. 
Local Nusselt numbers are then discussed to give details about 
heat transfer at the boundaries. 

Streamlines. Stream functions were assumed zero at all 
solid boundaries and were calculated by integrating the veloc­
ity field. Integrations along both axial and radial directions 
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bottom 

(a) 0 5 R a t i o 3 (b) Ra - 104 (c) Ra = 10 5 (d) Ra . 106 (e) Ra - 10 ? 

Fig. 4 Temperature contours for HID = 1 cylinder; contour values equal 
1.0 at the solid boundary and 0 at the center; 0.2 increments 

were made to check the accuracy. Representative streamline 
contours are presented in Figs. 1-3. Each figure consists of 
five diagrams, each showing the right-hand half of the vertical 
cross section passing through the center of the cylinder for 
various Rayleigh numbers. 

Figure 1 shows results for H/D = 1. The main feature of 
these flow fields is the circulation up along the heated side wall 
and down through the center core. The dimensionless stream 
function \j/ provides a direct index of the volumetric flow rate. 
The \j/ values for larger Ra were substantially higher than those 
for smaller Ra, indicating increased circulation. For Ra< 103, 
conduction dominates and there is horizontal symmetry. In 
reality, there is no flow if the Rayleigh number is smaller than 
a critical value. However, due to the fact that dissipation 
terms were neglected, the existence of flow was predicted even 
for an infinitesimal driving force. As the Rayleigh number 
and, thus, convection increases, the center of the circulation 
moves downward and then toward the side wall. This indicates 
that convection is stronger in the region closer to the side wall 
and the bottom. When the Ra is greater than 105, a secondary 
(and reverse) flow begins in the vicinity of the bottom center. 
For larger Rayleigh numbers, multiple circulations were 
found. Flow patterns of this type have been observed ex­
perimentally [11] in cubical enclosures. Figures 2 and 3 are 
similar to Fig. 1, with H/D equal to 0.5 and 0.25, respectively. 
As H/D decreases, the vertical confinement increases and 
stronger top-to-bottom symmetry is evident. In Fig. 3 the side 
wall is so remote (relatively) that there is a large central region 
without significant primary circulation, leaving room for the 
development of multiple cells. The heat entering through the 
top tended to stabilize the fluid motion, so the multiple cir­
culations occurred in the lower part of the cylinder. It should 
be noted that both Fig. 3(c) and (d) are stable solutions for 
Ra= 105 (this will be discussed later). Since changes in H/D 
did not influence the major flow structures significantly in this 
range, it was thought that other characteristics such as the 
Nusselt number might also be correlated without considering 
H/D as a parameter. 

Isotherms. Figures 4-6 present dimensionless tem­
peratures in the same format as the streamlines. In inter­
preting these diagrams, it should be remembered that the con­
tour values at the solid walls are defined equal to 1 and those 
at the center equal to zero. For small Rayleigh numbers, where 
conduction is essentially controlling, the temperature contours 
are independent of the Rayleigh number and are characterized 
by top-to-bottom symmetry. As convection increases, the 
minimum temperature moves from the center downward and 
then toward the wall. The relative increase in the temperature 
at the bottom of the center core provides the driving force for 
a rising flow along the center line. This can lead to the forma­
tion of secondary circulation in the flow field. At high 
Rayleigh numbers, when the minimum temperature is close to 
the side wall and the bottom, thermal boundary layers which 
are found in this region are indicated by a crowding together 
of the isotherms adjacent to the walls; vigorous heat transfer is 
to be expected in this region. When Ra>10 6 the isotherms 
close to the bottom become wavy and develop into the multi­
ple circulating flow patterns. The convergence of the 

(a) 0 < R a < 1 0 3
 ( b ) R , . i 0 » ( c ) „ . . , 0 5 

W »« = 10 6 (e ) R . - I , 10 6 

Fig. 5 Temperature contours for HID = 0.5 cylinder; contour values 
equal 1.0 at the solid boundary and 0 at the center; 0.2 increments 

bottom 

(a) 0 1 R a < 1 0 3 (b) Ra = 10 (c) Ra = 10" 

(d) Ra = 105 (e) Ra = 106 

Fig. 6 Temperature contours for H/D = 0.25 cylinder; contour values 
equal 1.0 at the solid boundary and 0 at the center; 0.2 increments 

numerical calculations for these high Rayleigh number cases 
was much slower and the error terms could only be reduced to 
small values, but not to zero. Therefore, it may be that the 
unevenness observed in the isotherms is due to numerical in­
stabilities in the calculation scheme. Since similar flow pat­
terns have been observed experimentally, it seemed worth­
while to report them here. Even at the high Ra numbers, the 
isotherms at the walls were smooth and the overall heat 
transfer was not significantly affected by the unevenness far­
ther from the bottom. 

In addition to the overall temperature distribution, there is 
another noteworthy effect of H/D on temperatures. For 
H/D = 1 the center line temperature is mostly influenced by 
the hot fluid that circulates from the side walls across the top 
of the cylinder and down the center. This global circulation 
pushes the minimum temperature toward the bottom. As H/D 
decreases, the influence of side walls becomes smaller, and the 
center temperature is additionally affected by the upward 
movement of hot fluid from the bottom. This elevates the 
minimum temperature location. The heating effect of the bot­
tom becomes increasingly important as the H/D ratio 
decreases. For H/D of 0.25 and Ra between 8 x l 0 4 and 
2x 105, two solutions were found for the same Ra. Diagrams 
(c) and (d) of Figs. 3 and 6 present these two solutions for 
Ra=105 . 

Axial Velocity Profiles. Figure 7 shows several axial 
velocity distributions in a cylinder with H/D = 1. Each 
diagram presents profiles at three different vertical positions: 
one at the center (designed by c), one at one-quarter height 
from the top (r), and one at one-quarter height from the bot­
tom (b). In Fig. 7(a), profiles t and b coincide, indicating top-
to-bottom symmetry. Also, the maximum axial velocity occurs 
in the central downward flow. At higher Ra numbers (Fig. 
lb), a boundary layer develops at the side wall, which is in-
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(b) Ra = 105 
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Fig. 7 Radial profiles of the axial velocity for HID = 1 cylinder 

(a) Ra - 0 (b) Ra - 10 (c) Ra = 10 

Fig. 8 Radial temperature profiles for HID = 1 cylinder 

Q_ 
£ 

Fig. 9 Effect of the Rayleigh number on the temperature distribution 
for HID = 1 and at midheight 

dicated by the increased velocity gradient next to wall and the 
large, constant velocity region in the center. The magnitudes 
of the maximum positive and negative velocities are about the 
same. For even higher values of Ra (Fig. 7c), the boundary 
layer becomes thinner and the center core larger, except in the 
bottom region where a secondary circulation is located. At 
high Rayleigh numbers, the maximum positive velocities are 
much greater than the maximum negative velocities. 

Temperature Profiles. Figure 8 shows temperature pro­
files of three Rayleigh numbers at three different heights, the 
format and nomenclature being the same as Fig. 7. These pro­
files correspond to temperature contours presented in Fig. 4; 
therefore no further description is provided here. Figure 9 is 
provided to show the effects of increasing Rayleigh number. 
Six temperature profiles at the midheight of the cylinder with 

Fig. 10 Heat transfer correlation for vertical cylinders; AT = (TW - Tc) 

H/D = 1 are plotted with the smallest Ra of zero representing 
conduction. The increasing slope at wall and the increasing 
center core region show the development of the boundary 
layer at the side wall. 

Heat Transfer. Figure 10 shows the relationship between 
the overall Nusselt number and the Rayleigh number. In defin­
ing the Nusselt and Rayleigh numbers, a characteristic 
temperature difference of (Tw — Tc) was used since that would 
be the easiest to measure practically. Other temperature dif­
ferences were also used and their effects will be discussed. The 
low Rayleigh number region of Fig. 10 shows horizontal lines 
for the various H/D ratios, indicating that conduction 
dominates the heat transfer. Hence, when conduction is the 
only significant mode, the Nusselt number depends only on 
the H/D ratio. As the Rayleigh number increases, the curves 
for different H/D ratios merge into one straight line. This in­
dicates that the overall heat transfer rate does not significantly 
depend on the configuration ratio for 0.25<H/D<2 and Nu 
and Ra can be successfully correlated by Nu = a>Ra*. Table 1 
lists the values of the coefficients a and b for several Rayleigh 
numbers based on different characteristic temperature dif­
ferences. The temperature difference for defining the Nusselt 
number in Table 1 was (Tw-Tc). By knowing the Rayleigh 
number based on any of these temperature differences, the 
Nusselt number may be determined, and then the other two 
temperature differences can be calculated. Note that the cor-

314/Vol. 108, MAY 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Coefficients for heat transfer correlation 
Temperature Correlation coefficient 
difference a b R2 

^all-mixed-cup 0.727 0.234 0.971 
wall-center 0.519 0.255 0.963 
wall-minimum 0.536 0.248 0.967 

Height Height. 

Height Height 

o.o o.z 0.4 o.c o.e l.o o.o 0.2 0.4 o.e o.e 1.0 

o -I 1 1 i i 1 o -| 1 1 1 1 1 

0 . 0 0 . 1 0 . 2 0 . 3 0 . 4 O.E 0 . 0 0 . 1 0 . 2 0 . 3 0 . 4 0.G 

Radius Radius 

(c) Ra = 10* (d) Ra = 10 
Fig. 11 Local Nusselt number (or H/D = 1 cylinder; is the mean 

relations for the three different definitions are not significant­
ly different as far as ability to fit the data is concerned. 

It is important to notice the hysteresis in the data for 
H/D = 0.25 and 8x 104<Ra<2x 105. As H/D is decreased, 
the importance of the heat transfer through the side walls is 
also decreased, and the problem evolves into one of horizontal 
plates in which the bottom has greater influence. As previous­
ly mentioned, the pseudo-steady-state results were approached 
by marching through transient time steps until no significant 
changes were observed. But, in this hysteresis region, the tran­
sient terms oscillated between two small values instead of 
decreasing monotonically toward zero. The hysteresis 
represents the solutions at these two minimums. The two solu­
tions are considerably different in detail (e.g., one versus two 
circulation patterns) which shows up as a 10-20 percent dif­
ference in the Nusselt number. The hysteresis phenomenon is 
believed to represent the transition between a side-wall 
dominated process and one in which the bottom has the major 
influence. The arrows in Fig. 10 are to indicate that the solu­
tions on the upper branch of the hysteresis are similar in shape 
to those at higher Rayleigh numbers, whereas the solutions on 
the lower branch are similar to the solutions at lower Rayleigh 
numbers. Due to the complexity of the phenomenon, ex­
trapolation of these results to smaller H/D ratios is not 
recommended. 

Figure 11 shows the typical local Nusselt number distribu­
tion for the H/D = 1 cylinder. The dashed line in each diagram 
is the mean Nusselt number for the cylinder. The local Nusselt 
numbers along the top and bottom of the cylinder are plotted 
versus radius, whereas the local Nusselt number for the side 
wall is plotted versus height. Figure 11(a) shows the case for 
conduction. As expected, the local Nusselt numbers of the top 
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Ra 

Fig. 12 Comparison of heat transfer results with those of Kee [5]; error 
bounds of the experimental data are also shown 

(a) Temperature (b) Stream Function 

Fig. 13 Comparison of the temperature and stream function contours 
with Kee's [5] (at left): HID = 1.315, Pr = 0.7, Ra = 1.21 x 104 

and bottom walls coincide. In Fig. 11(6), as Ra increases to 
103, the local Nusselt number at the bottom increases, while 
that at the top decreases, causing the mean Nusselt number to 
remain essentially unchanged. Thus, if only the overall Nusselt 
number was observed, one might conclude that there was no 
convection when the Rayleigh number was 103. Further in­
crease in Ra, Fig. 11(c), shows the development of a region of 
constant Nusselt number at the top and an increased impor­
tance of heat transfer through the bottom. The position of the 
maximum local Nusselt number on the side wall also moves 
downward. All of these effects are due to the movement of 
minimum temperature down the center line. For even larger 
values of Ra the minimum temperature moves off of the 
center line and, as a result, the maximum local Nusselt number 
on the bottom no longer occurs at the center. This is shown in 
Fig. 11(d). 

Discussion 

The numerical and experimental results of Kee [5] may be 
used for comparison with these results at low Rayleigh 
numbers. Figure 12 shows the comparison, with their ex­
perimental data at Ra of 1.21 x 104 and 5.76 x 104 included. 
According to Kee's paper, their numerical results were well 
within the experimental error, and the low values of the 
measured heat transfer rate were explained by the nonuni-
formity of the wall temperature. Figure 13 is another com­
parison with the work of Kee. In Fig. 13(a), the same values of 
the temperature isotherms are presented for this work and that 
of Kee. Although the stream functions in Fig. 13(6) look 
almost identical, they may have different contour values since 
the numerical values were not given in Kee's paper. Generally 
good agreement was found between these two results except in 
the very low temperature regions. 

In this work, the low temperature range (usually between 
-0.2 and -0.4) became unstable as the Rayleigh number in­
creased to over 107. There are several possible reasons for this 
phenomenon. Pollard [7] has pointed out that the SIMPLE 
method might diverge, even if no physical instability occurs, if 
the momentum equation is driven by the body force. Another 
possible cause could be the transition from laminar flow to 
weak turbulence. McLaughlin and Orszag [12] have studied 
the transition of the Benard convection to turbulence in a flat 
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layer system. It is believed that the development of unstable 
solutions from a state of steady convective flow may be 
qualitatively described by their study. However, these two 
systems are too dissimilar to make quantitative comparison. 
According to Raithby's [13] analysis, finite-difference 
methods are subject to false diffusion error if the flow is not in 
the direction of a grid line. However, the results will still be 
reasonable as long as the true diffusion is significantly greater 
than the false diffusion. The false diffusion coefficient is pro­
portional to the velocity and is greater for larger grid sizes. 
This may explain why the unstable phenomenon only occurs 
for the very high velocity cases and at large grid size areas. In 
addition, the grid size used may not be small enough to ac­
curately produce the details of the complex flow patterns. The 
purpose in mentioning the unstable phenomenon is to indicate 
the upper bound of this work and to show that the numerical 
scheme was functional to that point. 

Conclusions 

A numerical method was used to investigate pseudo-steady-
state natural convection inside a closed vertical cylinder. The 
range of parameters was 0 < R a < 1 0 7 , Pr = 7, and H/D = 1/4, 
1/2, 1, and 2. The results include the stream function con­
tours, isotherms, heat transfer coefficient correlation, and 
profiles of the axial velocity, temperature, and local Nusselt 
numbers. The following were concluded from the study: 

1 The heat transfer for all H/D ratios was successfully cor­
related by Nu = 0.519 Ra0255 based on the wall-to-center 
temperature difference. 

2 The heat transfer results for all H/D ratios investigated 
were similar as long as the special characteristic length (de­
fined by 6 x volume/surface area) was used. The use of this 
characteristic length was essential for correlation of the data 
since neither H nor D alone was sufficient to characterize the 
system dimension. 

3 Secondary flows were observed for R a > 2 x 105 and for 
all H/D ratios. 

4 Two solutions were found for the case where H/D = 0.25 
when 8 x l 0 4 < R a < 2 x 105, which may represent an actual 
sustained oscillation in the natural convection process. 

5 Based on the local Nusselt number, the heat flux through 
the bottom was found to be higher than that through side wall 
which, in turn, was much higher than that through the top. 
The maximum flux for large Rayleigh numbers was located at 
about 0.15D from side wall on the bottom, and 0.15// from 
the bottom on the side wall. This location is closely associated 
with the minimum temperature location. 
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Transient Behavior of a Radiatively 
Heated Double-Diffusive System 

A mathematical model is developed to predict the transient response of a salt-
stratified, double-diffusive system which is destabilized by radiation absorption at 
its bottom boundary. An accepted k-e turbulence model is used to predict the 
response of the salt-stratified solution to bottom heating, and a discrete ordinates 
solution of the radiative transfer equation is used to predict the radiation field. 
Verification is achieved through comparisons of predicted and measured tem­
perature distributions, which have been previously reported. Parametric 
calculations are performed to investigate the influence of the radiation source 
temperature, bottom surface reflectivity, optical extinction coefficient, and top 
surface boundary condition on system response. 

Introduction 

In order to investigate double-diffusive phenomena 
relevant to many engineering and geophysical systems [1, 2], 
considerable attention has been given to initially isothermal, 
salt-stratified solutions which are thermally destabilized by 
bottom heating [3, 4]. In such systems, the mixed layer which 
develops above the heated surface expands into and transfers 
thermal energy to the overlying stratified fluid. In other 
systems of interest, bottom heating may be achieved by the 
absorption of applied irradiation. Such a destabilizing heating 
process is relevant to the salt-stratified solar pond [5], 
radiative heating of walls adjacent to cool binary gas mixtures 
in combustion systems [6], and to salt-stratified layers in the 
ocean [7], 

Recently a one-dimensional turbulence model was suc­
cessfully used to predict mixed-layer growth, as well as 
temperature and salinity profile development, in a salt-
stratified system electrically heated from below [8], Model 
predictions of mixed-layer growth and temperature profiles 
were confirmed by comparison with experimental results. In 
addition, one-dimensional models for radiative transfer in 
liquid systems have been developed and experimentally 
verified [9, 10]. With these models well established, it is now 
possible to use a hybrid turbulent/radiative transport model 
to predict the response of salt-stratified solutions to an im­
posed radiation field. The objective of this study has been to 
use such a hybrid model to evaluate the effect of important 
radiation parameters on system response. Verification of the 
hybrid model is achieved by comparing predicted system 
behavior with experimental measurements for a radiatively 
driven salt-stratified system [11]. The experiments were 
performed in a small test cell containing a salt-stratified fluid 
which was irradiated from filtered overhead quartz, tungsten 
filament lamps equipped with parabolic reflectors. A 
schematic of the physical system is provided in Fig. 1, and 
details of the experiments are available elsewhere [11, 12]. 

Mathematical Model 

By assuming one-dimensional transport in the vertical (z) 
direction, a turbulent Lewis number of unity, applicability of 
gradient diffusion, and appropriate expressions for effective 
viscosities and Prandtl numbers, the energy and species 
conservation equations for the salt-stratified system may be 
expressed as 
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dt 
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Tt 

<**-*[(£<)-£] 
dF 
~dz 

<^')=£[(;fe)£H 

a) 

(2) 

where the radiative flux divergence dF/dz accounts for the 
absorption of applied radiation (source term) within the 
system. 

A one-dimensional low turbulence Reynolds number, k-e 
model [8] is used to evaluate the effective viscosity and 
Prandtl number in equations (1) and (2). The k and e 
equations include source terms accounting for buoyant 
production or destruction of turbulent quantities due to local 
unstable or stable density gradients, respectively. The local 
density gradient is determined by evaluating local temperature 
and salinity gradients. Vertical turbulence diffusion is con­
sidered, as is dissipation in the k equation and viscous 
destruction in the e equation. However, convective transport 
and shear production are neglected. A complete discussion of 
the turbulence model is provided elsewhere [8]. 

Values of the source term in the energy equation (1) and the 
bottom heat flux resulting from radiation absorption govern 
local temperature gradients and, hence, can provide for the 
buoyant production of turbulence within the system. The 
source term and the bottom heat flux are obtained by solving 
the one-dimensional radiative equation of transfer. Using the 
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Fig. 1 Experimental apparatus and coordinate systems 
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coordinate system of Fig. 1, the appropriate form of the 
equation is 

c o s g j ± = _ / x + ^ y ^ I k P x l 0 . t e)sind'de< (3) 

where the salt solution is considered to be a plane-parallel, 
nonemitting, absorbing, and anisotropically scattering 
medium. The net spectral radiation flux at an optical depth 
TX = PX(H-Z) is 

^x(rx) f 7T 

Jo 
/ X (T X , cos 0)cos 0 sin ddd (4) 

Although the radiative flux distribution may be most ac­
curately predicted by employing a multiple-band radiation 
model, it was found that a simple two-band model acceptably 
predicts system behavior. Since water is effectively opaque to 
long wavelength radiation [13], incident radiation of X> 1000 
nm which is transmitted by the glass filter of Fig. 1 is assumed 
to be absorbed at the top of the salt solution. For the band 
below 1000 nm, a spectrally averaged extinction coefficient, 
which accounts for spectral variations in source emission, 
glass transmission, and the water extinction coefficient, is 
used 

i
lOOO nm 

x = 0 £\sE\b(Ts)T^gfiXwd\ 

p 1000 nm 

] eKsEKb(Ts)TKgd\ 

(5) 

Values of rKg, j3Kw, and eX/J are available elsewhere [9, 14, 
15]. Although salt content can influence the optical properties 
of an aqueous solution [16], the degree to which these 
properties are affected in the infrared is small [17, 18] and the 
available data concerning the variation are minimal. As such, 
it is assumed that use of the optical properties of pure water is 
valid. A spectrally averaged albedo oi was obtained in a 
manner similar to /3 and used in conjunction with a highly 
forward peaked Henyey-Greenstein approximation 
(ghg =0.90) to the scattering phase function [19] in a discrete 
ordinates prediction of the radiance, radiation flux, and 
volumetric absorption within the fluid. The collimated 
irradiation in the semitransparent band was assumed to be 
normally incident and was calculated from 

7(0-1000 nm) 

(• lOOOnm 

k = o e\sEx,b(T
s)n,gd'K 

A — 0 

(6) 

Due to the presence of the glass filter, heat loss from the top 
of the thermohaline solution is considered negligible (qt =0). 
Also, since the bottom is externally insulated and the ab­
sorbed radiation is conducted to the fluid, the bottom heat 
flux may be expressed as 

qb=F(z = Q) (7) 

The boundaries at the top and bottom of the system are 
impermeable to salt transfer 

dz 

dm, 

dz z = H 
-Q (8) 

while appropriate boundary conditions for the k and e 
equations are discussed in [8]. Appropriate upper and lower 
surface boundary conditions for the radiance in the solution 
are expressed in terms of the reflectivity of the air-liquid 
interface, as determined by the Fresnel equations [20], and the 
diffuse hemispherical reflectivity of the bottom surface, 
p f t=0.08 [11]. The expressions and a discussion of the 
solution technique are presented elsewhere [9]. 

Results and Discussion 

Measured (symbols) and predicted (dashed lines) tem­
perature distributions are shown in Figs. 2 and 3 for ex­
periments 1 and 2, respectively. Temperature distributions 
were measured [11, 12] with a rake housing thermocouples 
separated by a vertical distance of 4.76 mm near the top and 
bottom and 19.05 mm near the center of the 140-mm-deep test 
cell. The two experiments were performed with initial 
stabilizing salinity gradients of approximately 19 and 24 
percent/m. The experimental irradiation was varied by ad­
justing the power to the tungsten lamps, and an optical 
pyrometer was used to determine tungsten filament tem­
peratures of 2600 and 3000 K for experiments 1 and 2, 
respectively. Values of the total, transmitted irradiation were 
1120 and 1720 W/m2 and were determined by matching the 
predicted and actual internal energy change of the solution 
over a period of one hour. 

Interferograms taken at t = 1 h are shown for both ex­
periments, and a shadowgraph, which was obtained at t= 1 h 
by blocking the reference leg of the Mach-Zehnder in­
terferometer, is shown for experiment 1. The interferometer 
was not used to measure temperature (or salinity) profiles 
since salinity and temperature gradients are both stabilizing in 
the upper portions of the test cell, leading to an irresolvably 
fine fringe spacing [12]. Rather, the interferograms were used 
to infer mixed layer heights within the system. The vertical 
scale on the interferograms and shadowgraph corresponds to 
the vertical scale of the temperature distribution. As is evident 
in Fig. 2, the height of the mixed layer, denoted by the bright 

N o m e n c l a t u r e 
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specific heat 
emissive power 
radiative flux 
Henyey-Greenstein phase 
function coefficient 
total transmitted irradiation 
convective heat transfer 
coefficient at the air-liquid 
interface 
height of the double-diffusive 
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turbulence kinetic energy or 
thermal conductivity 
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p = scattering phase function 
Pr = Prandtl number = nc/k 
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t = time 

T = temperature 
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e = turbulence kinetic energy 
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X = wavelength 
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= viscosity 
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= effective 
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Fig. 3 Predicted and actual temperature profiles and interferogram of 
Experiment 2 

horizontal band in the shadowgraph, corresponds to the 
disturbance in the interferogram and the inflection point in 
the measured temperature profile at z~20 mm. Dark 
horizontal lines at the left of the interferograms and the 
shadowgraph are shadows of the thermocouples used to 
measure the temperature distribution. 

Values of the average extinction coefficient and scattering 
albedo for experiments 1 and 2, which were determined from 
equation (5), are shown in Table 1. The shift of the blackbody 
spectrum to lower wavelengths for the increased source 
temperature of experiment 2 causes /3 to decrease and co to 
increase. 

The strong absorption of long (X>1000 nm) wavelength 

irradiation at the upper surface induces a stable temperature 
distribution in the underlying fluid. Shorter wavelength 
(X< 1000 nm) radiation is transmitted through the air-liquid 
interface and is locally absorbed within the remainder of the 
system. Bottom heat fluxes of approximately 130 and 300 
W/m2, which result from the absorption of transmitted 
radiation at the black substrate, induce thermal instabilities in 
the fluid and the development of a bottom mixed layer. 

Due to the manner in which the irradiation is determined, 
comparison between predicted and measured global internal 
energy variations is meaningless. However, agreement be­
tween the predicted and measured temperature profiles is 
excellent suggesting acceptable prediction of the local 
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Table 1 Spectrally averaged extinction coefficients and albedos 

Experiment 

1 
2 

Parametric calculations 

Base case 

Source 
Temperature 
Variation 

Extinction 
Coefficient 
Variation 

TS(K) 

2600 
3000 

5800-

5000 
4000 
3000 

5800 
5800 
5800 

/3(m- ' ) 

6.02 
5.01 

2.34 

2.93 
4.01 
5.87 

4.44 
6.66 
8.88 

u 

0.027 
0.043 

0.110 

0.100 
0.070 
0.034 

0.110 
0.110 
0.110 

0.00 
100 

0.25 
ms,% 
0.50 0.75 1.00 

TS=3000(K) 

z,mm 

40 

Fig. 4 Predicted temperature and salinity profiles at ( = 1 h for various 
radiation source temperatures 

radiative flux divergence. Agreement between the predicted 
and measured mixed layer heights at r = l h, which are 
denoted by the inflection point in the predicted temperature 
profiles and the discontinuities in the interferograms, is good. 
Since experimental salinity measurements are limited to a 
single measurement below 20 mm [12], comparison of 
predicted and measured salinity distributions is not possible. 
However, salt concentration distributions have been ac­
ceptably predicted by the turbulence model for thermohaline 
systems in the absence of radiation [8]. 

It should be noted that corroboration of the data by the 
model may be due to compensating errors associated with 
uncertainties in measuring 7; and G and/or to applicability of 
the model assumptions to the experimental conditions. Higher 
order effects such as small beam divergence resulting from 
imperfect parabolic reflectors, sidewall reflections, multiple 
reflections between the glass cover plate and the air-liquid 
interface, variations or fluctuations of optical properties, and 
uncertainties concerning values of the optical properties of the 
salt solution may also contribute to differences between the 
predicted and measured results. Nevertheless, the model does 
predict important trends associated with warming of the 
surface layers, bottom mixed layer growth, and radiation 
absorption at intermediate layer depths. Hence it may be used 
to perform parametric calculations of system behavior. 

Since the spectral variation of optical properties is large, the 
radiation source temperature Ts can have a pronounced effect 
on system behavior. To investigate this effect, particularly 
with respect to mixed layer growth, Ts was varied from 3000 
to 5800 K. Fixed conditions for the calculations included a salt 
stratification of dms/dz= 10 percent/m, a depth of 100 mm, 
and a black (pb=0) bottom. The spectrally averaged ex­

tinction coefficients and scattering albedos are shown in Table 
1. An increase in the source temperature results in decreased 0 
and increased o>, and scattering becomes important only at 
high source temperatures. Variations in the optical properties 
associated with experiment 2 and the parametric calculation 
with Ts = 3000 K are due to the presence of the glass filter in 
the experiment and to the assumption of a radiation source 
with a spectral distribution proportional to that of a black-
body in the parametric calculation. In addition, an initial 
fluid temperature of 20°C and irradiation of 500 W/m2 were 
prescribed for each of the simulations. 

Predicted temperature and salinity profiles at t = 1 h for 
various source temperatures are shown in Fig. 4. As 7^ in­
creases, radiation absorption decreases at the air-liquid in­
terface and increases at the bottom substrate. The trend is due 
to an increase in the fraction of the incident irradiation in the 
semitransparent band (A<1000 nm), as well as to optical 
property variations, with increasing source temperature. An 
important consequence of this trend is an increase in mixed 
layer growth with increasing Ts. Hence, double-diffusive 
systems driven by high-temperature radiation sources, such as 
solar ponds [5] or the upper layers of the ocean [7], will, in 
general, be characterized by deeper and warmer mixed layers 
than laboratory systems [8] driven by lower temperature 
sources. The salinity distributions show the effects of mixing 
driven by unstable temperature distributions above the 
bottom surface. The salinity distribution in the overlying 
stable region experiences little change except for a very slight 
redistribution at the impermeable upper surface. To retain 
clarity in the figures, this redistribution has been omitted 
from Fig. 4 and subsequent figures. 

In a radiatively driven system, substrate reflectivity pb can 
also influence mixed layer development. The base case 
(Ts = 5800) was used while simulations were performed for the 
complete range of pb. As seen in Fig. 5, mixed layer growth 
may be decreased or eliminated by increasing pb. Such a 
control scheme (increasing or decreasing pb) would be useful 
when either the maintenance of a stratified species 
distribution, as in stratified-charged combustion studies [6, 
21], or attainment of maximum mixed layer temperatures, as 
in the salt-stratified solar pond [5], is desirable. 

Optical properties of the thermohaline solution also affect 
mixed layer heights and temperatures, as shown in Fig. 6. 
Temperature and salinity profiles were predicted for Ts = 5800 
K and pb=0, while the extinction coefficient in the 
semitransparent band was increased from 2.34 to 8.88 m~ ' . 
The scattering albedo was held at the base case value of 0.11. 
With increasing /3, there is increased absorption in the upper 
regions of the thermohaline solution and a corresponding 
reduction in the bottom heating rate. Hence, the mixed layer 
height and temperature decrease with increasing j3. As such, 
the "turbidity" of a thermohaline solution affects tem­
perature and salinity profile development, and optical 
property control may be used to enhance system performance. 

Conditions at the upper surface of the system also affect 
behavior. In general, convective, evaporative, and radiative 
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Fig. 5 Predicted temperature and salinity profiles at ( = 1 h for various 
bottom substrate reflectivities 
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Fig. 6 Predicted temperature and salinity profiles at t = 1 h for various 
semitransparent band extinction coefficients 

transfer may occur at the air-liquid interface. Predicted 
temperature profiles are shown in Fig. 7 for the base case 
simulation with various convective heat transfer coefficients 
imposed at the air-liquid interface. The evaporative mass 
transfer coefficient was determined by the heat-mass transfer 
analogy, while radiative exchange at the interface was 
evaluated with the Stefan-Boltzmann law using a liquid 
surface emissivity of 0.96 [22]. Ambient and surrounding 
temperatures of 20°C and an ambient relative humidity of 0.5 
were used in evaluating the convective, radiative, and 
evaporative heat transfer, at the air-liquid interface. Salinity 
variations at the interface, resulting from water evaporation, 
were ignored. 

As the heat transfer coefficient is increased, surface heat 
losses become important and for h = 10 W/m2 K a shallow 
mixed layer develops below the air-liquid interface. As h 
increases, increased mixing occurs at the top of the system. 
Heat losses at the air-liquid interface also affect the bottom 

mixed layer, with decreased bottom mixed layer temperatures 
and slightly greater mixed layer heights (resulting from more 
unstable temperature gradients above the bottom mixed layer) 
occurring for larger h. 

Summary and Conclusions 

A mathematical model has been used to predict the 
response of a salt-stratified, double-diffusive system to 
radiative heating. Model results are in good agreement with 
previously reported experimental data, and key features of 
system behavior have been predicted. Radiation absorption at 
the upper surface induces thermal stratification, which 
enhances existing salt-stratified conditions, while absorption 
at the bottom substrate induces a thermal instability and 
bottom mixed layer growth. Parametric calculations reveal 
the influence of the radiation source temperature, bottom 
substrate reflectivity, solution optical properties, and top 
surface thermal boundary conditions on system response. 
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Higher Order Moments in the 
Entrainment Zone of Turbulent 
Penetrative Thermal Convection 
In a simulation of the lifting of an atmospheric inversion layer in the laboratory, 
measurements have been made to understand the dynamics in the interfacial region 
capped by a stable, linearly stratified layer. Instantaneous values of vertical and 
horizontal components of velocity have been measured using a two-component 
dual-beam laser Doppler anemometer. Temperature fluctuations have been made 
simultaneously. Detailed measurements of all relevant horizontally averaged one-
point moments including heat flux and third-order joint vertical velocity-
temperature moments have been obtained. The negative heat flux region is well 
defined in the entrainment zone, and varies in thickness with different stable layer 
temperature gradients. The entrainment mechanism is probably most important 
only in the top part of the interfacial zone. The present data supplement data ob­
tained in the atmosphere, and they compare favorably with the existing data in the 
literature. 

Introduction 

Daytime changes in solar radiation set up a cycle of cooling 
and heating of the lower atmosphere. Before sunrise, the air 
layer above the ground is stably stratified because the ground 
is cooler than the air above it. After sunrise, solar irradiation 
warms the ground, creating thermal convection in the air 
above; thermals penetrate into the stable region and some of 
the warm fluid is entrained downward. The result is a mixing 
of air that makes the potential temperature in the convective 
layer almost constant. In the course of the day, the convective 
layer increases in thickness at a rate that is determined by the 
heat flux from the ground. Thus, the flow consists of a 
nonturbulent stable region and a well-mixed convective 
region, separated from the stable region by an entrainment 
zone. Although the interface is envisioned as a sharp layer for 
the convenience of the theoretical studies, in reality it is a 
highly convoluted region deformed by thermals and plumes. 
For a thorough understanding of the growth of the convection 
layer, one must consider the details of the mixing processes in 
the interfacial region. 

Betts [1], Carson [2], Stull [3], Tennekes [4], and Deardorff 
[5] have developed various first-order models in which the 
rate of rise of the inversion layer and the entrainment rate 
have been parameterized. More complex models based on the 
equations for the pertinent second-order moments of the 
turbulent velocity and temperature field have been developed 
by Wyngaard [6], Zeman and Lumley [7], and Lenschow, 
Wyngaard, and Pennell [8]. In the second-order models, 
third-order moments are parameterized in terms of second-
order moments to close the equations for kinetic energy, 
temperature variance, and turbulent heat flux. Zeman and 
Lumley [7] found that traditional gradient transport models 
were inadequate and that buoyancy effects have to be ac­
counted for in the transport if the entrainment mechanism is 
to be predicted correctly. 

Direct measurements of third-order moments are useful in 
determining empirical coefficients in the closure models and 
in refining the models themselves. Measurements of second 
and/or third-order moments have been performed in at­
mospheric convection layers by Telford and Warner [9], 
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Lenschow [10], Kaimal, Wyngaard, Haugen, Cote, and Izumi 
[11], and Caughey and Palmer [12], Aside from the second-
order data of Caughey and Palmer [12], atmospheric data on 
the entrainment zone are very limited. Laboratory studies of 
moments in turbulent convection have been performed by 
Deardorff and Willis [13], Willis and Deardorff [14], Adrian 
[15], Ferreira [16], and Adrian and Ferreira [17]. Only Willis 
and Deardorff [14] provide data in the entrainment zone, 
although Adrian [15] does present detailed measurements in 
the entrainment zone of water-over-ice convection. 

Available data need to be supplemented to support 
theoretical studies and numerical models. This paper presents 
the results obtained in the laboratory simulation of at­
mospheric penetrative convection. 

Experimental Apparatus and Procedure 

The test section consists of a rectangular chamber (150 cm 
x 148 cm) insulated on its top and sides (Fig. 1). It is filled 
with water with a horizontal aluminum plate at the bottom. 
The heat is supplied uniformly to the aluminum plate by 
means of heating mats covering the bottom of the plate. In the 
initial condition of the experiment the water is stably stratified 
throughout the test section, and the temperature gradient is 
nearly constant. This condition is established using a grid of 
steel rods wound with heating wire and arranged in such a way 
that it can be moved upward and fixed at various heights in 
the water layer. A stepwise temperature gradient is set up by 
positioning the grid at different heights for time intervals 
calculated from the heat balance equation for the layer of 
water between the grid and the top of the convection chamber. 
Moving the grid to known heights, the time step is calculated 
for the required temperature step. The resulting temperature 
steps are smeared out by conduction to give a nearly perfect 
linear profile. When the grid reaches the top, it is applied with 
a heat flux which is sufficient to sustain the linear temperature 
gradient. This step method is faster (typically 30 to 40 min) 
than the traditional method of adding progressively warmer 
layers of water using wooden floats. A faster method, which 
utilizes a laser Doppler anemometer, is crucial to our ex­
periment, since the flow has to be seeded and the scattering 
particles settle downward with time, rendering unacceptable 
dropouts in the velocity signal in the stable layer if the time to 
set up the experiment is too long. 
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Table 1 

Case Symbol 
r, 

"C/cm 

Q0 = //0/pcp, 
°C cm/s 

z*, 
cm cm/s 

6-„ 
°C 

dz*/dt 

Re» = w„z,/i< 
/I 
B 
C 
D 

A 
0 
* 
• 

0.29 
0.55 
1.026 
0.55 

0.0133 
0.0133 
0.0133 
0.0241 

13 
13 
13 
17 

Fig. 1 Cross section of the test section 

Experiments are performed using three different stable 
layer temperature gradients T, and two different bottom layer 
heat fluxes Q0 =H0/pcp, as shown in Table 1. The turbulent 
Reynolds number w*z» /v lies between 560 and 975. These 
values are believed to be high enough to permit comparison 
with atmospheric convection (Ferriera [16]). The effective 
Rayleigh number calculated using the mixed layer depth as a 
length scale, PgzlAT/av, is 4.5 X 108. This value is 9000 
times greater than the critical value of 5 x 104 at which the 
transition to turbulent flow occurs. Thus, the flow is in a 
regime far removed from the initial cellular instabilities that 
occur at low Rayleigh numbers, and deterministic cellular 
patterns are neither expected nor observed. 

The vertical mean temperature profile is measured using a 
Teflon-coated alumel wire strung across a stainless steel ring 
of 196 mm diameter. The sensitivity of the resistance wire is 
2.096°C/V and the wire is scanned vertically upward at 0.478 
cms"1 to obtain vertical profiles. The rate of warming of the 
convective layer is sufficiently small (see last column of Table 
1) that the time delay did not cause significant bias in tem­
perature measurements. Instantaneous temperature is 
measured using a thermocouple probe, 0.038 mm in diameter, 
constructed of chromel-constantan duplex wire with a 
frequency response of 50 Hz. The horizontal and vertical 
components of the instantaneous velocity are measured with a 
two-component, dual-beam, laser Doppler anemometer in 
backscatter mode with a spatial resolution of 0.15 mm x 0.15 

0.371 
0.371 
0.371 
0.494 

0.036 
0.036 
0.036 
0.049 

560 
560 
560 
975 

0.0109 
0.0056 
0.0025 
0.0049 

mm x 1.7 mm. The light source is a 1 W argon ion laser. The 
geometry of the three-beam configuration used to find the two 
components of velocity has been reported by Adrian [18], 
Details of the optics and signal processing system are given by 
Kumar [19]. The light scattering particles used are Dow Saran 
microspheres with a diameter range of 5 to 8 /*m and a specific 
gravity of 1.07. The optical components and the support for 
the thermocouple are rigidly connected to an optical table 
which is mounted on a hydraulically driven lathe bed. 

The fluctuations of temperature and the associated fluc­
tuating temperature gradients disturb the propagation of the 
laser beams and cause beam swinging, beam distortion, and 
phase modulation of the beam. The consequences are signal 
dropouts if the beam swinging causes the beams to misalign, 
and noise in the velocity measurements. The magnitude of the 
refractive index noise is not large, except in regions of intense 
temperature fluctuations and large mean temperature 
gradients, i.e., the entrainment zone or the conduction layer 
adjacent to the lower plate. 

In the entrainment zone, we have found that the signal 
quality decreases with increasing T and/or increasing Q0. The 
maximum value of T at which velocity data can be measured 
reliably is 1.026°C cm"1 , for the lower heat flux in Table 1. 
At the highest heat flux, Q 0=0-0 2 4°C cms" ' , velocity data 
cannot be measured for T = 0.55°C cm" 1 . These limitations 
occurred even though the optical axis of the laser Doppler 
anemometer is tilted 2 deg so that only a portion of the lower 
two laser beams passes through the entrainment zone. 

To evaluate systematically the magnitude of the noise 
added to the velocity signal by refractive index fluctuations, a 
plexiglass target is placed in the test section, and scratches on 
its surface are used as a source of laser anemometer signals 
with zero velocity. Fluctuations in the resulting velocity 
measurements then correspond to refractive index noise 
fluctuations. Surveys show that under the worst case con­
ditions ( r = 1.026°C cm"1 , Q 0 = 0.0133°C cms"1) the 
maximum value of the root-mean-square noise is 0.1 w», 
where w* is the velocity scale of the convection layer (Table 
1). This value corresponds to approximately 0.04 cms - 1 , and 
it occurs close to the middle of the entrainment at a point 
where the temperature fluctuations are the most intense. 

Measurements of w8, wO2, and w26 are not expected to be 
affected by refractive index noise if the noise is not well 
correlated with the local temperature fluctuations. 

CP = 

g = 
N0 = 

P = 
ql = 
Qo = 

t = 
h = 

T = 
u = 
w = 

we = 
wt = 

specific heat 
acceleration due to gravity 
heat fluxatz = 0 
pressure fluctuation 
kinetic energy 
kinematic heat flux at z = 0 
(HQ/pcp) 
time 
time at which mixed layer 
height = Z\ 
mean temperature 
horizontal velocity fluctuation 
vertical velocity fluctuation 
kinematic heat flux 
convective velocity scale 

z 
z* 
Zi 

a 

P 

r 

AT 
e 

to 

vertical coordinate 
mixed layer height 
height of the mixed layer 
where heat flux is most 
negative 
thermometric conductivity 
volumetric coefficient of 
thermal expansion 
constant temperature gradient 
in the stable layer 
temperature difference 
rate of dissipation of kinetic 
energy 
rate of dissipation of thermal 
variance 

ew6 — 

V 

P 
Pa 

ae = 

rate of dissipation of 
kinematic heat flux 
temperature fluctuation 
convective temperature scale 
kinematic viscosity 
density 
reference density 
root-mean-square horizontal 
velocity 
root-mean-square vertical 
velocity 
root-mean-square temperature 
fluctuation 
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Measurements of the root-mean-square velocity will contain a 
component due to noise, but the magnitude of these com­
ponents is less than 6 percent of the total root-mean-square 
velocity in the region above zlz* = 1. 

Data Collection and Analysis 

The thermocouple is positioned 2 mm downstream from the 
measurement volume so that the wake of the probe does not 
interfere with the velocity measurements. The data are taken 
by scanning the optical table in the middle third of the test 
section at a speed of 2.735 cm/s. Each scan consists of 1024 
points, with a digitization time interval of 0.0144 s between 
successive points and a Nyquist frequency of 35 Hz. 

For our studies, the aspect ratio of the mixed layer ranges 
from 7.25 to 15, width to height, over the entire set of data. 
Hence, mean flow is assumed to be absent in the convection 
and interfacial layers. The other assumptions governing the 
flow situation are that: (a) the flow is horizontally 
homogeneous; (&) the mixed layer grows so slowly that there 
is a statistically quasi-steady state in which all moments are 
constant during the time for two successive scans. Under the 
conditions of stationarity and homogeneity all turbulent 
moments are functions of the height above the lower bound­
ary z only. 

Using standard notation and the above assumptions, the 
equations for kinetic energy, the temperature variance, the 
turbulent heat flux, and the mean temperature are, respec­
tively 

r / l P\l _ L2 J 
\w(-q2 + —) \=&gwO+v e 
L \ 2 p 0 / J dz2 

(1) 

8t 12* 
d 

a M -i a r 1 -i dT 
[2e2\ + TzlW2d2l+Wd¥z^ 

•e2 

dz2 

-[Ve] + —i^e] + w-
dt dz 

-w2 

dT 

dT 

Tz 

= _ 

= -

a 
~dz 

I 
— 6 

[wd] 

dz 

+ a-

-ffl 

d2T 

dz2 

(2) 

(3) 

(4) 

Profiles of the mean temperature from selected experiments 
are presented in Fig. 2 for the four cases A, B, C, and D (see 
Table 1). The height of the interface z*, determined from 
mean temperature profiles taken at successive times, is 
presented in Fig. 3 for each case. 

To get several data points inside the interfacial layer, it is 
desirable to move the optical table in the vertical direction 
after a scan is completed. However, the unsteadiness of the 
flow makes this feature very difficult to accomplish. Hence, 
consecutive scans of data are taken along a horizontal line 
throughout the experiment, letting the interface migrate 
upward, and noting the time at which convection starts and 
the time of each scan. From the time of each scan, the height 
z* can be interpolated from the growth rate profile (Fig. 3). 
Thus, two scans of data are grouped for a particular z* . 
However, two scans are found to be inadequate to perform 
ensemble averages at a particular height. Therefore four to six 
experiments are performed for the same temperature 
gradient, which is reproducible within 3 percent error. 
Starting from zlz* =1, two scans from each experiment are 
classified in a sequential order for several zlz* ranging from 
0.6 to 1.3. These are later grouped with similar classes from 
other experiments, to form the ensemble averages. The time 
taken for two successive scans is typically 60 s in which time 
the interface moves up by about 0.5 mm for case C and 2.4 

22 24 

Temperature , °C Temperature , °C 

1 1 
d 

" %/ 1 
r i 

r < \ 

26 26 
Temperature 

Fig. 2 Vertical profiles of mean temperature for (a) case A, (b) case B, 
(c) case C, (d) case D; profile labels give time in minutes 
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Fig. 3 Interfacial growth rate: comparison of measured values (*) with 
the zero-order model ( ) for (a) case A, (b) case B, (c) case C, (d) 
caseD 

mm for case A. Any error caused by the overlap that may 
have occurred in predicting z * is assumed to be insignificant 
since each profile consists of more than 25 points within the 4-
4.5 cm thickness of the entrainment zone. The interface height 
z* is defined as the height at which the r.m.s. value of the 
temperature fluctuations reaches a maximum. This fact 
makes it easier to determine zlz * = 1 accurately for each 
experiment and group several scans from several experiments 
for any zlz* • More details of this procedure are available in 
Kumar [19]. 

Journal of Heat Transfer MAY 1986, Vol. 108/325 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.2 

1.0 

O.B 

-

i 

^wo 

b 

0.00 0.25 O.SO 0.75 1.00 0.00 0.25 0.50 0.75 1.00 

Z, 

0.6 O.B 

»3 
* 

1 

d 

-O.U - 0 . 2 0 .0 0 .2 O.U 
we 
w,e. 

Fig. 4(a) Root-mean-square horizontal velocity fluctuations; (b) root-
mean-square vertical velocity fluctuations; (c) root-mean-square 
temperature fluctuations; (cl) kinematic heat flux: A, case A; o, case S, 
*,caseC; Q.caseD 

Results and Discussion 
The mean temperature profiles in Fig. 2 show that the mean 

temperature in the mixed region is essentially constant. In the 
stable region the mean temperature gradient is nearly con­
stant. The behavior of the mean temperature in the interfacial 
region depends upon the stability of the stable layer and the 
heat flux at the bottom of the mixed layer. For times more 
than approximately 15-20 min after the start of heating, the 
profiles are nearly self-similar, although some small 
discrepancies do exist. For example, the curve at 81 min in 
Fig. 2(b) exhibits an anomalous low temperature region in the 
stable layer. Regions in which the mean temperature falls 
below the stable layer profile are easily seen in Fig. 2(d). These 
regions imply that interfacial cooling occurs as the mixed 
layer grows upward. This phenomenon has been observed by 
a number of investigators. In cases A and D, the cooling 
region is more pronounced and appears to develop as the 
interface progresses. This cooling causes the interface to be 
more stable than the nonturbulent stable region above. 

Using a simple zero-order model of Deardorff et al. [20], a 
closed form solution for the convection layer height z* can be 
obtained as 

-72 -
Z\ -

2Go('- ' i) 
(5) 

where Q0 is kinematic heat flux at the bottom plate, V is the 
temperature gradient in the stable layer, and Z\ is the initial 
height of the interface at initial time tx. Even though this 
model assumes that the thickness of the interface is negligible, 
it compares well with our experimental growth rate. The 
experimental points are curve-fitted to determine the en-
trainment parameter (dz* /dt)/w*. 

The geometry of the boundaries determines the large scales 
of the flow. Therefore, z* is an appropriate length scale for 
the convection region. We have used the same scale to non-

dimensionalize all the moments. From dimensional analysis, 
Deardorff [21] obtained a set of velocity and temperature 
scales for the convection layer 

w, = (fe<20zj1/3; 0,= ^ (6) 
w, 

These scales do not involve the temperature gradient of the 
stable layer, and they are not necessarily appropriate in the 
stable layer. All the moments are made dimensionless using 
z„ w t,and0„. 

The r.m.s. values of the horizontal component of velocity 
tr„, the vertical component a„, and temperature ae, and the 
kinematic heat flux are given in Fig. 4. Noise level has been 
removed from the mean square velocity by subtracting the 
mean square velocity measured deep in the stable region 
(where the velocity is zero) from the mean square velocity 
obtained at different zlz*. Below z/z,= 0.9, <r„ reaches a 
constant value in the convection layer. It is observed that the 
motion of the ascending hot fluid is not entirely vertical. This 
behavior is also seen by Ferreira [16] in a nonpenetrative 
convection experiment. From the atl profile, it is also seen that 
below z/z* = 1, the vertical motion is decelerated, but it is 
comparable to the horizontal motions associated with 
thermals spreading to the sides due to impacts. Data for all 
three cases seem to collapse well for both au and <r„. 

In the convection layer a6 is essentially constant at about 
o0-6*. At z/z* = l, the temperature fluctuations attain a 
sharp peak, nearly 40*. It should be brought to the attention 
of the reader that ae in the entrainment zone may not scale 
with0». 

Vertical profiles of heat flux in Fig. 4(d) show that there is a 
region of negative heat flux which is a significant fraction of 
the bottom layer heat flux Q0, making the interface a well-
defined region. In the convection layer, the fluid elements 
have a vertical velocity that exceeds that of the interface,_and 
therefore they overshoot. Above z/z* = 0.9, the slope of wd is 
generally positive. From equation (4), we can infer that the 
negative value [ - d/dz (wd)] gives rise to relative cooling at 
the interface. If the region of negative heat flux is defined as 
the interface, we can see that this region extends to near 4 cm 
for case B and about 2.6 cm for case C. This smaller in­
terfacial thickness for case C is due to the inability of the 
thermals to penetrate deep into the stable region. Data for 
case A do not behave as expected giving a value of the in­
terfacial thickness close to 4 cm, as in case B. However, the 
overall behavior of the heat flux data suggests that the 
thickness of the interface could be a possible length scale in 
this region. A similar length scale based on "interfacial 
distortion" was proposed by Wyatt [23]. The small positive 
heat flux seen at the top of the interface was also observed by 
Deardorff [24] who rejected it as being spurious. One ex­
planation might be that the cold thermals penetrate upward 
contributing to + w and - 0 and when the density does not 
match with the local density they recede, contributing to - w 
and - 0, resulting in positive wd. Obviously, several mecha­
nisms take place in this region and the dominating one can be 
inferred only from conditional averages. 

If, as we have supposed, the flow were perfectly 
homogeneous in horizontal planes, the mean velocity would 
necessarily vanish and moments such as uw, u2w, and w3 

would also be zero. From Fig. 5, we see that this is true to 
within experimental accuracy, although there is a tendency for 
M3 to be slightly negative, particularly in case A. 

Profiles of various terms in equations (l)-(3) are given in 
Fig. 6. The measurements of these third-order moments are 
useful not only in parameterization, but also because their 
signs reveal the direction of the velocity and the relative 
temperature of the thermals in the interfacial region. The 
scatter in the wd2 data in case B was originally high. It is 
assumed that more scans of data are needed to perform en-
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Fig. 5(a) Cross moment of horizontal and vertical velocites; (b) vertical 
transport of horizontal velocity fluctuations; (c) third-order moment of 
horizontal velocity fluctuations: A , case A; o , case B; * , case C; 
o , c a s e D 

semble averages. Hence, four consecutive scans from each 
experiment are grouped, at the expense of vertical spatial 
resolution, to form ensemble averages for case B. The 
resulting profile exhibits the same sort of variations as the 
other two cases. Even so, the scatter is considerable, so a solid 
line is sketched through the data to indicate what we believe is 
the general trend. All third-order moments change signs 
rapidly, suggesting that two or more mechanisms compete in 
the entrainment zone. This behavior was also seen at the 
interface in water-over-ice convection F1 SU_ 

The diffusion of kinetic energy d(wl + 2 wu2) / dz 
decreases slowly toward the interface and vanishes abruptly at 
about z/z* =0.9. Hence, in the region 0.9 < z/z* < 1.0, the 
pressure diffusion term, which is not measured, is the only 
source to maintain the turbulence against the losses due to 
dissipation and negative buoyant flux that exists in that 
region. _ 

The profile of 03 exhibits a sharp peak in a narrow region 
of 2 mm to 3 mm width at z/z, = 1 for all the cases, where ae 

reaches a maximum. This shows that, on the average, most 
fluid elements penetrate up to z/z, = 1. The negative heat flux 
below z/z, = 1 is primarily due to the ascending thermals that 
turn relatively cold when they enter the interface. The tiny 
negative region slightly above z/z, = 1 in the wd2 profile and 
the corresponding positive regions in the 03 and w2 6 profiles 
indicate that the negative heat flux in the top part of the in­
terface could be due to entrainment. The entrainment does 
not seem to play an active role further below z/z, = 1. 
However, this cannot be ascertained without evidence from 
probability density distributions and conditionally averaged 
moments. Slightly below zlz, = \, wd2 and w3 vanish, 
suggesting that rising and falling elements contribute equally 
so that their opposing statistical characteristics cancel out. 
This behavior is similar to that observed by Adrian [18]. 

From the above discussions, it seems possible to interpret 
the higher order moments to understand the physical structure 
of the flow. The rising fluid originates from the bottom plate 
near the conduction layer where its typical temperature is 
more than the surrounding fluid temperature, and hence it is 
positively buoyant. When the fluid reaches a region of equal 
density, it decelerates, but it still penetrates into the interfacial 
region, contibuting to negative fluctuations of temperature. 
The temperature fluctuations become increasingly negative as 
the fluid penetrates to levels of increasing local mean tem­
perature. The same fluid elements contribute to two 
mechanisms: One takes the form of large, intermittent, 
positive velocity fluctuations associated with small negative 
temperature fluctuations; the other contributes to large 
negative temperature fluctuations and small positive velocity 
fluctuations, as the elements penetrate upward. In the lower 
parts of the interfacial region, deep entrainment seems to be 
insignificant. This may be due to the fact that the entrainment 
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Fig. 6(a) Vertical transport of vertical velocity fluctuations; (b) third-
order moment of temperature fluctuations; (c) vertical transport of heat 
flux; (d) vertical transport of temperature fluctuations 

parameter (dz,/dt)/w, achieved in the laboratory is lower 
than that found in the atmosphere (0.018 and higher). 

The vertical profiles of moment data obtained from 
laboratory experiments, numerical model calculations, and 
atmospheric measurements are compared with the moments 
measured in the present study in Fig. 7. The vertical height is 
nondimensionalized using z,, the height of the interface where 
the heat flux reached a minimum, instead of z», to facilitate 
comparison with the existing data. The value of the 
characteristic velocity w, calculated using z, differs from the 
value calculated using z, by less than 3 percent. The solid line 
in the figures represents the average of cases A, B, and C. 

The r.m.s. vertical velocity shows a slow decrease toward 
the interface, and reaches nearly 0.3w» near z,. This is in 
excellent agreement with the atmospheric measurements. The 
minimum heat flux occurs at least 0.1 z/z-, below the <je peak 
and is consistent with the laboratory results of Willis and 
Deardorff [14] and field measurements. The complete 
description of the entrainment zone provided by the Ash-
church data of Caughey and Palmer [12] compares very well 
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Fig. 7 Higher order moments compared with data in the literature. 
Legend: Laboratory measurements: s , Willis and Deardorff [14] 
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with the present measurements of ae, aw, and wd. The heat 
flux measurements show a predominantly negative region 
crossing over the zero mark at about the same heights in the 
atmosphere. The solid line is weighted toward cases A and B 
since their entrainment parameter is closer to that of the 
atmosphere. Even though some effect can be expected due to 
the presence of mean wind in the atmosphere, the present data 
show good agreement with the atmospheric measurements of 
heat flux, including a slightly positive region at the top of the 
interface. The diffusion of kinetic energy agrees well within 
the existing data, vanishing near z/z, = 1. The vertical 
transport of energy given by Zeman and Lumley [7] includes 
the pressure distribution term, and shows large values in the 
mixed layer. The transport of pressure energy is largely 
responsible for the supply of energy in the interfacial layer. 
Only a few scattered data points are available in the literature 
to compare some of the third-order moments in the interface. 
However, the trend seems to agree with the present 
measurements. 

Conclusions 

The temperature gradient T has little effect on r.m.s. values 
a„, aw, and ae below z/z« = l. Since there may be a large 
sampling error in the cross correlation of w and 6 to obtain 
heat flux, there is no strong evidence to suggest that wd 
depends significantly upon T. However, in the limit T = 0, 
with no "capping" inversion present, there would be no 
negative heat flux in the entrainment zone. Above z/z* = 1 , oe 
appears to be affected by T as ae data are not well correlated 
above z/z* = 1. Since the large temperature fluctuations in 

temperature scale may be dependent upon the temperature 
gradient in the entrainment zone. 

The r.m.s. values of horizontal and vertical velocities are of 
comparable magnitude in the entrainment zone. The extent of 
the negative heat flux defines a thickness of the entrainment 
zone. This thickness is seen to decrease with increasing 
stratification. 

The value of w3 is positive in a region where d(w2)/dz is 
negative, in agreement with a simple gradient transport 
model. However, results from Ferreira [16] show that w3 re­
mains positive when d(w2)/dz vanishes in the vicinity of 
z»/2. _ 

The net transport of turbulent kinetic energy d(w3+ 
2wu2)/dz is very small above z/z* =0.9. The estimates of the 
time rate of change of turbulent kinetic energy in the en­
trainment zone from the equation given by Zilitinkevich [25] 

»(& >(& 

• ( 

cfe\ 
dt)i 

(7) 
dt dz 

show that it is also negligible. The implication is that the 
pressure-velocity energy transport balances the net resultant 
from dissipation and buoyant energy production in the en­
trainment zone. Furthermore, in this zone, the production of 
kinetic energy by buoyancy is negative, so the pressure energy 
transport must be positive. _ 

Around z/z* = l, the negative values of 03 and w20 
occur when wd2 is positive, implying that the larger fluc­
tuations in 6 are negative and associated with positive 
velocities, that is, ascending fluid penetrating into the warmer 

this region may generally be due to internal gravity waves, the stable region. This means that the entrainment mechanism is 
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probably most important only in the top of the interfacial 
layer. 

Measurements of second and third-order moments scaled 
with convection scales correlate reasonably well with the 
atmospheric data of Lenschow et al. [8] and Caughey and 
Palmer [12]. We conclude that the Reynolds numbers in our 
laboratory experiments are large enough to yield reasonable 
simulation of the full-scale atmosphere. 
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Heat Transfer Enhancement in 
Natural Convection Enclosure Flow 
The results of an experimental investigation that examines the effects of one type of 
surface roughness upon heat transfer in a water-filled cubical enclosure are 
reported. The experiments covered the range from the beginning of transition to the 
point where the flow over 60 percent of the length of the heated side had undergone 
transition. Tests were conducted using both isothermal and constant flux boundary 
conditions. The largest increase in overall Nusselt number was 15 percent at Ra = 
3.3 x 10'° on the isothermal heated plate. Increases of the local Nusselt number on 
the isothermal heated plate were as large as 40 percent. The roughness elements used 
in the present study were found to be ineffective on the upper portion of the heated 
plate where fluid detrains from the vertical boundary layer. 

Introduction 
There has been a large volume of research in recent years 

that examines natural convection in enclosures with dif­
ferentially heated vertical walls [1, 2]. This research has been 
stimulated to a large degree by interest in evaluating energy 
transfer in buildings, solar collectors, and fluid-filled thermal 
storage tanks. In the present study we report the results of an 
experimental investigation of the effect of surface roughness 
upon natural convection heat transfer in a cubical enclosure at 
high Rayleigh numbers. The inclusion of surface roughness in 
a natural convection study is of interest from a fundamental 
point of view because the effects of roughness upon natural 
convection flows are not well understood. There is a broad 
literature on the use of roughness to provide heat transfer 
enhancement in forced convection [3, 4], but the conditions 
under which rough surfaces can produce enhancement in 
natural convection are not clear. 

The earliest experiments on the effects of surface roughness 
upon natural convection were carried out by Prasolov [5] 
using distributed roughness elements on the surface of a 
horizontal cylinder. The experiments were carried out in air in 
the laminar-to-turbulent transitional Rayleigh number range 3 
x 103 to 3 x 106. Roughness heights varied from 0.08 to 0.36 
mm. Prasolov found that the roughness increased heat 
transfer by 50 to 100 percent for 105 < Ra < 3 x 106. The 
degree of enhancement reached a maximum and then 
decreased to zero as the Rayleigh number increased. Prasolov 
attributed this increase in heat transfer to "turbulization" of 
the flow in the transitional regime. Heya, Takeuchi, and Fujii 
[6] recently repeated Prasolov's experiments using air in the 
range 6 x 104 < Ra < 7 x 105 and water in the range 4 x 
106 < Ra < 2 x 108 and concluded that surface roughness 
had little or no influence upon the heat transfer coefficient. 
Unfortunately, there is a gap in their data in the region where 
Prasolov found maximum enhancement to occur. In addition, 
the difference in Pr number between water and air makes it 
difficult to draw any definite conclusions from comparison of 
the water data of Heya et al. with the air data of Prasolov. 

Jofre and Barron [7] experimented with an isothermal 
vertical plate in air for Ra = 1-2 x 109. Their rough surface 
consisted of horizontal ribs with triangular cross sections 
which were 0.76 mm high. Based upon comparisons with 
smooth plate experiments by Eckert and Jackson [8] they 
found the rough surface increased heat transfer by about a 
factor of two. Jofre and Barron did not collect smooth plate 
data using their own apparatus. 

Fujii, Fujii, and Takeuchi [9] examined the effect of rough 
surfaces upon heat transfer from a vertical cylinder with a 
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constant surface heat flux. They carried out experiments in 
water and spindle oil in the range 1010 < Ra* < 1015 using a 
variety of rough surfaces and found the maximum difference 
in the local heat transfer in the turbulent regime to be on the 
order of 10 percent. More recently, Sastry, Murthy, and 
Sarma [10] examined the effect of roughness created by 
wrapping various gauges of copper wire around a vertical 
cylinder. Their experiments were carried out in air with 
Rayleigh numbers in the range from 7 x 108 to 3.5 x 109. 
They found that the overall heat transfer in this configuration 
was enhanced by up to 50 percent over that of a smooth 
cylinder. They were apparently unaware of the earlier work by 
Fujii et al., and thus did not attempt to explain the difference 
between their results and the previous ones. 

The above review indicates that there is a disagreement 
among previous investigators concerning the amount of heat 
transfer enhancement which can occur in a natural convection 
flow. The objective of the present study is to examine the 
effect of one type of distributed roughness element upon the 
heat transfer in the transitional regime between fully laminar 
and fully turbulent flow in a cubical enclosure. The tran­
sitional regime was chosen because it can extend over a 
considerable range in Ra and is the regime most likely to be 
influenced by finite-sized roughness elements. The Rayleigh 
numbers of several important applications (including 
buildings) are high enough that the flows fall in the tran­
sitional range between laminar and turbulent motion. The 
present study is fundamentally different from previous work 
on external flows cited above in that the main flow consists of 
a recirculating cell with a quiescent core which possesses a 
high degree of thermal stratification. These differences will be 
the focus of further discussion below. 

In addition to the work on small roughness elements 
reviewed above, there have been a number of studies in­
volving natural convection heat transfer from extended 
surfaces [11-14]. These extended surface studies are primarily 
concerned with the performance of different fin geometries 
and are not directly related to effects caused by small surface 
roughness elements. 

Experimental Method 

A schematic drawing of the convection test cell is shown in 
Fig. 1. The heat transfer surfaces of the hot and cold ends are 
constructed of 1.27-cm aluminum and the adiabatic side walls 
are constructed of 1.27-cm and 0.635-cm lucite. The top and 
bottom walls are reinforced with 1.27-cm aluminum and the 
entire apparatus is insulated on the outside with 5.08 cm of 
extruded styrofoam insulation. The height of the test cell 
interior is 29.2 cm and the width and length are 30.5 cm. The 
resulting aspect ratios H/L and W/L are 0.96 and 1.0. In 
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Fig. 1 Test cell schematic 

order to limit corrosion, all aluminum surfaces were plated 
with a 0.001-in. layer of electroless nickel. The heated wall has 
16 equal area resistance heaters attached to its outer surface 
and the cold wall has milled channels through which cooling 
water is circulated. The temperature at the center of each 
heater is individually monitored by thermocouples placed in 
wells 1.6 mm from the inside surface of the wall. The power 
input to each heater is independently controlled through the 
use of solid-state relays and a microcomputer data acquisition 
system. All tests were run using water as the heat transfer 
fluid. The water was deionized and dissolved gases were 
eliminated by boiling before use. All fluid properties used in 
the calculation of Nu, Ra, and Ra* were evaluated at the bulk 
temperature TB = Tc + AT/2. 

In the present study only the roughness of the heated wall 
was varied. The effect of the roughness was directly measured 
by conducting all tests with the same apparatus. Since a 
number of different thermal boundary conditions are possible 
in real applications, all measurements were repeated for the 
two cases of "constant flux" and constant temperature at the 
heated surface. In the present paper the terminology "con­
stant flux" refers to the boundary condition at the surface of 
the heaters used to provide power to the test cell wall. Due to 
the finite conductivity of the test cell wall, the boundary 
condition at the inner surface of the heated wall deviates 
slightly from a pure constant flux condition. This deviation 
will be discussed in more detail during our presentation of 
experimental results. 

The cold surface was held isothermal to within ±4 percent 
of the overall temperature difference throughout the ex­
periment. In the isothermal mode, the temperature variation 
across the heated plate was less than ±0.4°C. This was 
achieved by computer control over the 16 independent 
heaters. The algorithm was a proportional, integral, dif-

Fig. 2 Detail of distributed roughness elements used on heated 
surface 

ferential control scheme [15]. This algorithm varied the 
fraction of the time that each heater was on from 0-92 per­
cent. This percentage was adjusted once every 60 s. In order to 
determine when the apparatus reached a steady-state con­
dition, the temperature of the hot plate and power input were 
monitored on a chart recorder. A steady-state condition was 
generally reached within 3-4 h. The resistance of each heater 
was measured and recorded before each run. The power input 
to the apparatus was calculated by combining this resistance 
measurement with an rms measurement of the voltage sup­
plied to each heater. 

The laminar thermal boundary layer thicknesses based 
upon a scaling analysis for an isolated boundary layer in a 
fluid with Pr > 1 are 

( - ) -
\ H / ISO 

i1) -
XH/CF 

1 
Ra1 (1) 

(2) 

The roughness elements used during the experiment are shown 
in Fig. 2 and consist of a series of intersecting grooves rotated 
45 deg from the horizontal. The height of the elements IIH 
was chosen to be the same order of magnitude as the thickness 

Nomenclature 

Subscripts 

Bi = Biot number = kpt/kH 
h = average heat transfer 

coefficient based upon 
midheight temperature 
difference between hot and 
cold walls 

H = enclosure height 
k = thermal conductivity 
L = enclosure length 
/ = height of roughness elements 

Nu = Nusselt number = hH/k 
n = index of refraction 

Pr = Prandtl number 
q = average heat transfer per unit 

area 
Q = total heat transfer 

Ra = 
la* = 

t = 
T = 

AT = 

W = 
Y = 
y = 

5 = 

<t> = 

gPlPAT/va 
gj3H4g/vak 
plate thickness 
temperature 
midhe igh t t e m p e r a t u r e 
difference between hot and 
cold walls 
enclosure width 
vertical coordinate 
nondimensional vertical 
coordinate = Y/H 
thermal boundary layer 
thickness 
nondimensional temperature 

T-Tc 

b 
B 
C 

CF 
cr 
H 

iso 
P 
y 
l 

2 = 

3 = 

4 = 
AT 

base area 
bulk 
cold side 
constant flux 
critical 
hot side 
isothermal 
vertical plate 
local value 
based upon A T{ = 
\Tp 1̂  = 0.125 ~ Tc) 
based upon AT2 = 
(Tp l7 = 0.375 ~ Tc) 
based upon AT3 = 
(Tp '^ = 0.625 ~ Tc) 
based upon AT4 = 
(Tp 'j> = 0.875 ~ Tc) 
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Table 1 Parameter range investigated by present
experiments

Determination of the Location of Transition

For the purpose of interpreting our results it is necessary to
be able to visualize the important features of the natural
convection flow. In the present case, the most important
feature is the boundary layer on the heated vertical wall. The
temperature gradient across the boundary layer makes
feasible any of several possible visualization techniques. The
method we have chosen here is similar to the "mirage"

of the thermal boundary layer as evaluated from equations (1)
and (2). This thickness corresponds with the location of the
velocity maximum and is the same length scale over which
turbulent temperature fluctuations reach their maximum [16].
It was felt that this height would be large enough to disrupt
the thermal boundary layer in the turbulent region and small
enough to avoid causing the boundary layer to undergo
immediate transition. All heat transfer and temperature
measurements were based upon the temperature and area at
the base of the roughness elements. The parameter range
investigated in the present experiment is summarized in Table
1.

The major sources of experimental error were measurement
of the power input Qand the temperature of the heated plate.
Radiation heat transfer waE neglected because water is opaque
to infrared radiation. Conduction losses through the neoprene
gaskets and through insulation external to the test cell were
calibrated at 1.1 Wrc overall temperature difference. This
conduction loss was accounted for in the actual wall heat
transfer measurement and was generally less than 4 percent of
the total end-to-end heat transfer in the test cell.

Due to the control scheme used to turn the 16 heaters on
and off, the average power did not ever become totally steady.
Errors in computing Q due to this oscillation were ap­
proximately ± 2 percent of the indicated value. Oscillations in
TH of ± 0.4 °c contribute to uncertainty in the measurement
of Ra and Nu for the rough and smooth tests. This error in TH

produces an error in TH - Tc of approximately 2 percent. As
shown in Table 2 the error in Q and TH - Tc gives an un­
certainty in Ra and Ra* of ±2 percent and in Nu of ±4
percent. Therefore, we may consider differences in Nu be­
tween the rough and smooth surface to be significant if they
are larger than 4 percent.

Experimental Results

The temperature profile on the surface of the hot wall for
the constant flux condition is shown in Fig. 4. Each data point
in the figure represents the average of the temperature at the
center of all four heaters at a given vertical location on the
smooth surfaces. As has been pointed out by Balvanz and
Kuehn [18], this profile is a function of the wall Biot number
Bi = kpt/kH. The Biot number of the aluminum plate used in
the present experiment was 10. The numerical predictions of
Balvanz and Kuehn for a two-dimensional enclosure with an
aspect ratio of 5 are in good agreement with present ex-

method first described by Fujii, Takeuchi, Suzaki, and
Uehara [17].

This method utilizes the index of refraction gradient in the
boundary layer which results from the large changes in
temperature which occur near the heated plate. At high Ra
numbers the thermal boundary layer is quite thin, leading to
an abrupt reduction of the index of refraction in the thermal
boundary layer as compared to the core. This difference
makes it possible to place an object on one side of the ap­
paratus and view the distortion of the image which is reflected
and refracted by the thermal boundary layer. The image of
the object appears chaotic in the turbulent portion of the
thermal boundary layer, making the mirage method especially
useful for observing boundary layer transition. The object
used in the present study was a series of vertical lines drawn
parallel to the heated wall.

Transition was defined to occur at the y location where
finite-amplitude oscillations could be observed in the
boundary layer using the "mirage" flow visualization
technique (see Fig. 3). Preliminary visual observations in­
dicated that the average location of transition as determined
by this method was interrupted occasionally by transient
turbulent bursts rolling upward from the laminar region. We
did not include these transient bursts in our determination of
the average location of transition.

Fig. 3 "Mirage" flow visualization of transition on isothermal heated
plate; Ra = 3.3 x 1010±4

Nu
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Ra*
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165-1800
1,0.96
12-55

0.0034
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10.0
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Table 2 Experimental errors (percent)
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Fig. 4 Constant flux hot plate temperature profile: — = 
predictions by Balvanz and Kuehn [18]; o = present results 

1.5 

numerical 

Fig. 5 Variation In surface temperature caused by the rough surface: 
smooth plate and rough plate for Ra* < 4 x 10 

plate, Ra* = 8.22 x 1012 

12. rough 

perimental results, except near the bottom of the wall, where 
our measured temperature is higher than expected. Balvanz 
and Kuehn indicate that a constant flux wall with Bi = 10 will 
result in a rate of overall heat transfer that is reduced by a 
factor of -0.94 over that of a wall with Bi = 0. This 
reduction in heat transfer reflects the reduction in the tem­
perature difference between the top and bottom of the wall 
caused by conduction along the wall. 

The surface temperature of the constant flux wall was 
found to be relatively independent of Ra* when the heated 
surface was smooth. However, 4> did depend upon Ra* when 

Fig. 6(a) Influence of roughness upon transition for the constant flux 
boundary layer: —• = beginning of heat transfer enhancement; + = 
smooth plate; o = rough plate; cross hatching = transition in external 
flow [21] 

Fig. 6(b) Influence of roughness upon transition for the Isothermal 
boundary layer; symbols have the same meaning as in Fig. 6(a) 

the wall surface was roughened. This dependence is illustrated 
in Fig. 5. For values of Ra* < 4 x 1012 the rough surface and 
smooth surface profiles coincide. As Ra* increases, the 
profile for the rough surface rotates clockwise. Because the 
nondimensional surface temperature 0 is normalized by the 
midheight temperature difference ^between the hot and cold 
walls of the test cell, the rotation shown in Fig. 5 indicates an 
overall decrease in the surface temperature of the rough wall 
relative to that of a smooth surface for Ra* > 4 x 1012. 
Previous studies of isolated vertical walls with constant heat 
flux boundary conditions in isothermal media have observed a 
sudden drop in the local surface temperature of the upper 
portion of the wall and used this as a criterion for the onset of 
transition [17, 19]. This drop in local surface temperature was 
not observed in the Ra* range covered by the present ex­
periments. 

The vertical locations of transition determined from 
photographs like Fig. 3 are shown as a function of Ra* and 
Ra in Figs. 6(a) and 6(b). The points in these figures represent 
the average of three different observations. It can be seen 
from examination of these figures that transition on the rough 
plate occurs ~5 percent earlier than on the smooth plate. 
Godaux and Gebhart [20] have shown that velocity fluc­
tuations occur much earlier than temperature fluctuations 
when Pr > 1 as a result of the fact that the thermal boundary 
layer thickness is smaller than the velocity boundary layer 
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Fig. 7 Average Nusselt number for isothermal heated plate: A = 
smooth plate; a = rough plate; — = 0.033 Ra0343; —• = 0.166 
Ra0285 as reported by Schinkel et al. [22] 
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Fig. 8 Average Nusselt number for constant flux heated plate as a 
function of the temperature difference upon which the Nusselt number 
is based: subscripts refer to the surface location at which the tem­
perature difference is calculated; A = smooth plate; • = rough plate 

thickness when Pr > 1. We did not measure velocity or 
temperature fluctuations in the present study but feel that our 
transition criterion is more closely related to thermal tran­
sition than velocity transition since it depends upon the 
difference in index of refraction of the thermal boundary 
layer and the core. Based upon the information presented in 
Figs. 6(a) and 6(6), the largest portion of the boundary layer 
which underwent transition during the present experiment was 
~60 percent of the length of the vertical heated plate. 

The cross-hatched area in Fig. 6(a) is the location of 
transition in an external natural convection flow as deter­
mined by Jaluria and Gebhart [21]. The lower border of the 
cross-hatched area represents the onset of velocity fluc­
tuations while the upper border of the cross-hatched area 
represents the onset temperature fluctuations. Transition in 
the external flow studied by Jaluria and Gebhart occurs at a 
Ra* number roughly an order of magnitude smaller than the 
Ra* number for transition observed in the present study of an 
internal flow. 

The average Nusselt numbers for the smooth and rough 
surface are shown as a function of Ra and Ra* in Figs. 7-9. 
The maximum increase in overall Nusselt number observed 
during the experiment was 15 percent at Ra = 3.3 x 1010 on 
the isothermal heated plate (Fig. 7). The dashed lines in Figs. 
6(a) and 6(b) indicate the location at which heat transfer 
enhancement first occurs for the isothermal and constant flux 

boundary conditions. In each case, enhancement in overall 
heat transfer is not detectable until ~40 percent of the ver­
tical height of the plate has undergone transition. 

The four series of constant flux data which appear in Fig. 8 
differ only in terms of the temperature difference upon which 
the Nusselt number is based. It can be seen that the general 
dependence of the Nusselt number upon Ra* and the onset of 
heat transfer enhancement is not affected by the surface 
location which is used to calculate the temperature difference 
upon which the Nusselt number is based. This result supports 
our previous conclusion that the enhancement which results 
from the presence of the rough surface is caused by a decrease 
in the surface temperature along the entire length of the 
heated wall. Enhancement is exaggerated when basing Nu 
upon AT calculated from temperature measurements made at 
the bottom of the heated wall because these ATexperience the 
largest relative change in the temperature difference between 
the smooth and rough surface. 

The solid lines in Figs. 7 and 9 indicate the recommended 
correlations for the average Nusselt number. For the 
isothermal boundary condition this correlation is 

Nu = 0.033 Ra° (3) 

The corresponding correlation for the constant flux case is 

Nu = 0.234 Ra*0-218 (4) 
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Fig. 9 Average Nusselt number for constant flux heated plate based 
upon midheight temperature difference: A = smooth plate; a = rough 
plate; — = 0.234 Ra* 0 2 1 8 ; •••• = 0.194 Ra* 0 2 1 8 as reported by Landis 
and Yanowitz [23] 
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\ Ra = 1.9 x 10'° 
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Fig. 10(a) Local Nusselt number for the isothermal heated plate: Ra = 
1.9 x 1010; + = smooth plate; o = rough p la te ;— = 0.526 Ra1'4 

y - 1 ' 4 (0.73 - 0.46y)125 as reported by Schinkel et al. [22]; • - = 
location of transition on smooth plate; = location of transition on 
rough plate; (b) Ra = 2.6 x 1010;(c)Ra = 4.1 x 101 r.10 

Also included in Fig. 7 for comparison is an extrapolation of 
the numerical prediction of Schinkel, Linthorst, and 
Hoogendoorn [22] based on calculations for a two-
dimensional air-filled enclosure in the range 104 < Ra < 106 

with H/L = 1. The dashed line in Fig. 9 is a correlation based 
upon experimental measurements made by Landis and 
Yanowitz [23] using water and silicone oil in the range 2 X 
106 < Ra < 1.5 x 109 with H/L =10. The trends reported 
by Schinkel et al. [22] and Landis and Yanowitz [23] agree 
with the present results as to Rayleigh dependence but differ 
by about 20 percent as far as the absolute magnitude of the 
Nusselt number is concerned. This difference is assumed to be 
a result of the use of a different apparatus in the case of 
Landis and Yanowitz and differing boundary conditions in 
the case of Schinkel et al. 

Local Nu number information for the isothermal plate is 
presented as a function of Rayleigh number in Fig. 10. The 
data displayed in this figure cover the range 1.9 x 1010 < Ra 
< 4.1 x 1010 and represent the average heat transfer from a 
horizontal strip 7.6 cm high which is centered on the y 
location shown in the figures. Each horizontal strip is 
composed of four of the 16 heaters which were used to control 
the temperature of the plate. During the course of the ex­
periment we found local heat transfer measurements such as 
these to be repeatable to within ±7 percent. The solid line in 

the figures is extrapolated from a correlation provided by 
Schinkel et al. [22] in the laminar regime for A > 4, Pr = 0.7, 
and 105 < RaA43 < 4 x 105. The horizontal solid and 
dashed lines indicate the approximate location of transition of 
the smooth and rough plate, respectively, as determined from 
Fig. 7. Figure 10(a) is for a Rayleigh number at which no 
enhancement in the average Nusselt number occurs and in­
dicates that there is also no enhancement of the local Nusselt 
number. Figures 10(6) and 10(c) are for Rayleigh numbers for 
which the average Nusselt number is increased by the presence 
of the rough plate. Figures 10(b) and 10(c) demonstrate that 
this increase in the average Nusselt number is a result of a 
dramatic increase in local heat transfer near y = 0.6. 

Summary and Conclusions 

We have conducted an experimental investigation of the 
effect of one type of distributed roughness element upon 
natural convection heat transfer in a cubical enclosure. These 
experiments covered the range from the beginning of tran­
sition up to the point where 60 percent of the length of the 
heated vertical surface had undergone transition. The 
distributed roughness used in the present study reduced the 
location of transition by about 5 percent. No enhancement 
occurred until ~ 40 percent of the length of the heated plate 
had undergone transition, Enhancement was larger for the 
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isothermal boundary condition than for the constant flux 
boundary condition due to a dramatic increase in local heat 
transfer of as much as 40 percent at y = 0.6, slightly above 
the midpoint of the heated plate. Based upon the findings of 
this study, the local heat transfer appears to be relatively 
insensitive to the presence of the rough surface in the regions 
of the enclosure boundary layers which detrain fluid into the 
core. In the regions where the rough surface produces 
enhancement, it appears to do so by disrupting the thermal 
boundary layer and increasing thermal contact with the core. 

The results of this study confirm that surface roughness can 
be used to produce heat transfer enhancement in natural 
convection enclosure flows. However, the level of enhance­
ment measured in the present investigation is much less than 
that reported in [5, 7, 10]. This difference appears to be 
primarily a result of the insensitivity of the detrainment 
region in an enclosure boundary layer to the presence of a 
rough surface. There is a need for further research with other 
types of roughness elements to determine if the large increases 
in local heat transfer which were measured in the present 
experiment can be extended to produce a larger effect upon 
the overall heat transfer. 

References 

1 Catton, I., "Natural Convection in Enclosures," Proceedings of the 6th 
International Heat Transfer Conference, Hemisphere, Washington, D.C., Vol. 
6, 1978, pp. 106-120. 

2 Ostrach, S., "Natural Convection Heat Transfer in Cavities and Cells," 
7th International Heat Transfer Conference, Munich, Germany, Vol. 6, 1982, 
pp. 365-379. 

3 Bergles, A. E., "Enhancement of Heat Transfer," Proceedings of the 6th 
International Heat Transfer Conference, Hemisphere, Washington, D.C., Vol. 
6, 1978. 

4 Nakayama, W., "Enhancement of Heat Transfer," Proceedings 7th In­
ternational Heat Transfer Conference, Hemisphere, Washington, D.C., Vol. 1, 
1982. 

5 Prasolov, R. S., "The Effects of Surface Roughness of Horizontal 
Cylinders on Heat Transfer to Air," Inzh.-fiz. Zh., Vol. 4, 1961, pp. 3-7. 

6 Heya, N., Takeuchi, M., and Fujii, T., "Influence of Surface Roughness 
on Free-Convection Heat Transfer From a Horizontal Cylinder," Chem. Eng. 
J., Vol. 23, 1982, pp. 185-192. 

7 Jofre, R. J., and Barron, F., "Free Convection Heat Transfer to a Rough 
Plate," ASME Paper No. 67-WA/HT-38, 1967. 

8 Eckert, E. R. G., and Jackson, T. W., "Analysis of Turbulent Free Con­
vection Boundary Layer on Flat Plate," NACA Report 1015, 1951. 

9 Fujii, T., Fujii, M., and Takeuchi, M., "Influence of Various Surface 
Roughness on the Natural Convection," Int. J. Heat Mass Transfer, Vol. 16, 
1973, pp. 629-640. 

10 Sastry, C. V. N., Murthy, V. N., and Sarma, P. K., "Effect of Discrete 
Wall Roughness on Free Convective Heat Transfer From a Vertical Tube," in: 
Heat Transfer and Turbulent Buoyant Convection, Vol. 2, Hemisphere 
Washington, D.C., 1976, pp. 651-661. 

11 Al-Arabi, M., and El-Refaee, M. M., "HeatTransfer by Natural Convec­
tion From Corrugated Plates to Air," Int. Journal Heat Mass Transfer, Vol. 21, 
1978, pp. 357-359. 

12 Elsherbiny, S. M., Hollands, K. G. T., and Raithby, G. D., "Free Con­
vection Across Inclined Air Layers With One Surface V-Corrugated," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 100, 1978, pp. 410-415. 

13 Sparrow, E. M., and Prakash, C , "Enhancement of Natural Convection 
Heat Transfer by a Staggered Array of Discrete Vertical Plates," ASME JOUR­
NAL OF HEAT TRANSFER, Vol. 91, 1980, pp. 215-220. 

14 Prakash, C , and Sparrow, E. M., "Natural Convection Heat Transfer 
Performance Evaluations for Discrete (in-line or staggered) and Continuous-
Plate Arrays," Numerical Heat Transfer, Vol. 3, 1980, pp. 89-105. 

15 Weber, T. W., An Introduction to Process Dynamics and Control, Wiley, 
New York, 1973. 

16 Qureshi, Z. H., and Gebhart, B., "Transition and Transport in a Buoyan­
cy Driven Flow in Water Adjacent to a Vertical Uniform Flux Surface," Int. J. 
Heat Mass Transfer, Vol. 21, 1978, pp. 1467-1479. 

17 Fujii, T., Takeuchi, M., Suzaki, K., and Vehara, H., "Experiments on 
Natural Convection Heat Transfer From the Outer Surface of a Vertical 
Cylinder to Liquids," Int. J. Heat Mass Transfer, Vol. 13, 1970, pp. 753-787. 

18 Balvanz, J. L., and Kuehn, T. H., "Effect of Wall Conduction and 
Radiation on Natural Convection in a Vertical Slot With Uniform Heat Genera­
tion on the Heater Wall," Natural Convection in Enclosures, ASME, New 
York, Vol. 8, 1980, pp. 55-62. 

19 Vliet, G. C , and Liu, C. K., "An Experimental Study of Turbulent 
Natural Convection Boundary Layers," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 91, 1969, pp. 517-531. 

20 Godaux, F., and Gebhart, B., "An Experimental Study of the Transition 
of Natural Convection Flow Adjacent to a Vertical Surface," Int. J. of Heat 
Mass Transfer, Vol. 17, 1974, pp. 93-107. 

21 Jaluria, Y., and Gebhart, B., "On Transition Mechanisms in Vertical 
Natural Convection Flow," / . Fluid Mech., Vol. 66, 1974, pp. 309-337. 

22 Schinkel, W. M. M., Linthorst, S. J. M., and Hoogendoorn, C. J., "The 
Stratification in Natural Convection in Vertical Enclosures," ASME JOURNAL 
OF HEAT TRANSFER, Vol. 105, 1983, pp. 267-272. 

23 Landis, F., and Yanowitz, H., "Transient Natural Convection in a Nar­
row Vertical Cell," Third International Heat Transfer Conference, AIChE, 
Vol. 2, 1966, pp. 139-151. 

336/Vol. 108, MAY 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. Sharpe, Jr. 
Associate Professor, 

Department of Mechanical Engineering, 
C.A&T State University, N. 
Greensboro, NC 27411 

Assoc. Mem. ASME 

F. A. Morrison, Jr.1 

Director, Earth Sciences Division, 
Lawrence Livermore National Laboratory, 

Livermore, CA 94583 
Mem. ASME 

Numerical Analysis of Heat and 
Mass Transfer From Fluid 
Spheres in an Electric Field 
Steady-state heat or mass transfer to a drop in an electric field at low values of the 
Reynolds number is investigated. The energy equation is solved using finite dif­
ference techniques; upwind differencing is used in approximating the convective 
terms. Far from the sphere, a "transmitting" boundary condition is introduced; the 
dimensionless temperature is held at zero for inward radial flow and the dimen-
sionless temperature gradient is held at zero for outward radial flow at a fixed 
distance from the sphere's surface. Numerical solutions are obtained using an 
iterative method. Creeping flow heat transfer results are obtained for Peclet 
numbers up to 103. 

Introduction 
When a uniform electric field is applied to a dielectric fluid 

in which a drop of another dielectric fluid is suspended, 
charge accumulates at the interface. The field acting on the 
free charges at the interface produces an electrostatic force 
which generates liquid motion both within and outside the 
drop. This flow has been studied analytically [1] and ex­
perimentally [2]. 

Taylor [1] analyzed the steady, creeping motion generated 
by an electric field imposed on a drop. He determined the 
relation among the ratios of the electrical conductivity, 
viscosity, and dielectric constant for the drop to remain 
spherical when subjected to an electric field. Taylor also 
found the velocity distribution and the stresses acting to 
distort the drop and described two types of circulatory 
motion. In both cases, the streamlines are shown in Fig. 1 for 
flow within and outside the drop. The direction of the fluid 
motion was found to be independent of the orientation of the 
applied electric field. The circulation is from equator to pole 
at the interface when the product of the dielectric constant 
and electrical resistivity of the surrounding fluid is greater 
than the corresponding product for the drop. The flow is from 
pole to equator otherwise. 

Stewart and Morrison [3] examined the flow at small 
nonzero Reynolds numbers. The effects of convective ac­
celeration on the stream function and deformation were 
investigated using a regular perturbation expansion with 
Reynolds number as the perturbation parameter. 

The use of electric fields to enhance heat or mass transfer 
has been proven effective in such disparate areas as boiling 
heat transfer [4], condensation heat transfer [5], and con­
vection from horizontal wires [6]. Electric field enhanced heat 
or mass transfer from drops has also been widely considered. 
Experimental results of Lazarenko et al. [7] for heat transfer 
and Thornton [8] for mass transfer have demonstrated large 
increases in the transfer rate. 

Theoretical results have been obtained for both the low 
Peclet number [9] and high Peclet number [10] cases. The low 
Peclet number results of Griffiths and Morrison [9] were 
obtained assuming dominant continuous phase resistance and 
steady state. Regular perturbations were successful for 
analyzing the heat transfer because far from the body the fluid 
velocity is 0(Ua2/r2) and the ratio of convection to conduc­
tion far from the body is, correspondingly, 
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V Vt 

aV2t 
-0[(a/r)Pe] 

Therefore, the conduction solution is a uniformly valid ap­
proximation for the zeroth order solution for small Peclet 
number. This is not true for the translating sphere. In that 
case, conduction cannot dominate far from the body so that 
the conduction solution is not uniformly valid for a zeroth 
order solution [11, 12]. 

An exact solution for transport from a translating fluid 
sphere at high Peclet number was obtained by Chao [13]. A 
similar approach was used by Morrison [10] in analyzing the 
high Peclet number, transient transport in circulating flows 
generated by an electric field. The special case of steady-state, 
continuous phase resistance can be derived from those results. 
Morrison found that the high Peclet number heat transfer 
coefficient was proportional to the magnitude of the applied 
field. 

Thus, results for circulating flows at zero Reynolds number 
have been established for both the low and high Peclet 
number cases. In this paper, steady heat transfer results for 
the intermediate Peclet number are obtained using finite 
difference techniques. The known solutions for low and high 
Peclet numbers are useful as limit checks for the numerical 
solutions. 

Another powerful global check is the overall Nusselt 
number. Brenner [14] has shown that the Nusselt number for 
transport from an isothermal body of any shape to a fluid of 
uniform temperature remains unaltered when the flow is 
everywhere reversed. Although local fluxes differ greatly, the 
overall heat transfer is independent of the direction of flow. 
This phenomenon was observed in both the high Peclet 
number and low Peclet number results. 

Mathematical Formulation 

Consider steady electroconvective flow about a drop of 
radius a. Attention will be restricted to the case where the 
dominant thermal resistance is found outside the drop. For 
this external flow, the stream function is [1] 

t = Ua2[(a/r)2-l]sm26cose (1) 

As shown in Fig. 1, r is the radial distance measured from the 
center of the drop and 6 is the polar angle. 

The speed U is the maximum speed produced by the electric 
field. This maximum speed occurs at the interface where 6 is 
7r/4. Taylor found this to be 

t/= 
-9E2ae2 

87T(2 + CTI/CT2)
2 L 5(/z,+/i2) 

r f f i e i / g 2 e 2 - l 1 
L 5(u, +«-,) J 

(2) 
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Fig. 1 Streamlines of the creeping motion generated by an electric 
field 

The subscripts 1 and 2 refer to the surrounding fluid and 
the drop, respectively. E is the magnitude of the applied field, 
a is the electrical resistivity, e is the dielectric constant, and /J. 
is the viscosity. 

If the convection of surface charge by the fluid motion is 
neglected, then the steady-state temperature distribution is 
governed by the energy equation, which for axisymmetric 
flow with constant properties may be written in non-
dimensional form as 

I d I d 

RidR(RUrT)+RJhTeTe 
(sin 0 «<,!) = 

1 d 2 7^ 

Pe \3R2 ' R dR ' R2 50 ' F2 W' J 

d2T 2 dT 
+ - ^ + 

1 dT 
cot e — + —,-, (3) 

The Peclet number Pe is defined in terms of the maximum 
speed U, the thermal diffusivity ax of the continuous region, 
and the drop radius a 

P e . ™? (4) 
<*i 

The dimensionless temperature 71s defined as 

Tm ^ = . (5) 

where t is the local temperature, t„ is the temperature of the 

surrounding fluid far from the drop, and ts is the temperature 
of the drop. A dimensionless distance is defined by 

R = ria (6) 

The dimensionless velocity components are 

u,. = v,./U (7) 

and 

Ue = ve/U (8) 

where vr and ve are the velocity components determined from 
the stream function \p and are given by 

1 dip 
vr = r2sind 36 

and 

vt = -
1 d\// 

r sin 6 dr 

The boundary conditions for equation (3) are 

T=latR = l 

and 

7"-0as.R~oo 

Symmetry tangential boundary conditions are also used. 
Introducing the transformation 

x=Ri 

equation (3) becomes 

(9) 

(10) 

(11) 

(12) 

(13) 

3x 
i.UxT)+-

x d 

sine Yd 
(UeT) = 

32T 
+xz cot I 

3T 
x se2) (14) 

where 

£/,. = ( ! -x 2 ) (2 cos2 0-s in 2 0) 

and 

{/<,=2x4sin20cos0 

The boundary conditions for equation (14) are 

r = l a t * = l 

r - O a s x - O 

(15) 

(16) 

(17) 

(18) 

3T 
—. =Oat0 = Oand0=ir/2 
30 

(19) 

Nomenclature 

a = sphere radius 
E = magnitude of the applied 

field 
Nu = average Nusselt number 

Nue = local Nusselt number 
O = order of magnitude 

Pe = Peclet number 
Pe r , Pee = false diffusion terms 

r = spherical radial position 
R = dimensionless spherical 

radial position 
t = local temperature 

ts = temperature of the sphere 
/„ = ambient temperature 
T = dimensionless tem­

perature 

Ug = 

u = 

ur = 

u„ = 

v„ = 

dimensionless radial 
velocity component 
dimensionless tangential 
velocity component 
the maximum circulation 
speed 
radial velocity used in the 
finite-difference equation 
tangential velocity used 
in the finite-difference 
equation 
radial velocity com­
ponent 
tangential velocity 
component 
velocity vector 
transformation (R ~') 

X = 
Y = 
a = 
e = 
e = 
/* = 
a = 

+ = 
01 = 

Subscripts 

horizontal axis = R sin 
vertical axis = R cos 0 
thermal diffusivity 
dielectric constant 
polar angle 
viscosity 
electrical resistivity 
Stokes stream function 
relaxation parameter 

1 = outside drop 
2 = inside drop 

i,j = node indices 

Superscripts 

n = iteration 
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Equation (14) along with equations (15) and (16) are solved 
numerically subject to the boundary conditions given in 
equations (17), (18), and (19). 

Numerical Procedure 

In approximating the diffusive terms, second-order central 
differences are appropriate. There are no instabilities 
associated with approximating the diffusive terms in this way. 
The centered difference form of these terms has a truncation 
error of order (Az)2(d4 T/dz4). 

The difficulties encountered in numerical solutions of 
transport equations arise from the convective terms. Initially, 
one would be tempted to use second-order central differences 
for these terms. This leads to a truncation error of order 
(Az)2(d377dz3), but the requirement of stability prevents this 
approximation from being effective. For a one-dimensional 
problem, the cell Peclet number must be less than or equal to 
two for the solution to be stable [15]. 

A method used to overcome this difficulty was developed 
by Lelevier, e.g., see [16]. The method is known as upwind 
differencing, the donor cell technique, or the method of 
positive coefficients. A one-sided difference is used in ap­
proximating the convective terms. In this first-order method, 
information is advected into a cell only from cells that are 
upwind of it. 

An error analysis of the upwind differencing method 
reveals a false diffusion term. Theoretically, this false dif­
fusion term can easily exceed the physical diffusion term by 
orders of magnitude, but the practical situation is not quite 
this severe. It can be shown, however, that in regions where 
the Prandtl boundary layer approximations are valid, this 
false diffusion effect is negligible [17]. A Taylor series ex­
pansion shows that equation (14) is equivalent to 

dx 
(UXT) + 

sin 6 dd 
(UeT)--

d2T 

~dx2 (Fe+Pe*) -I xL cot 
Pe 

dT 

Ye 

+x 
2d

2T / 2 

W VPe -Pe, 

where 

and 

Pe, = (Ax)l/,/2 

(20) 

(21) 

Pe„ = (A0)tV2 (22) 

Pev and Pe0 are the radial and tangential components, 
respectively, of the artificial diffusion terms. In any region 
where the boundary-layer approximations apply, d2T/dd2 will 
be small and the effect (2/Pe + Pe0) will be small in equation 
(20). Also, Ux will be small, so Pex may be less than 2/Pe. 
Therefore, the artificial viscosity terms are negligible. The 
main advantage of upwind differencing is that it is not 
stability limited by a cell Peclet number. 

A conservative finite difference representation of the 
convective terms, developed by Torrance [18], is employed 

Riii Tt - «,._, T,_, )/Az; («, ,«,-_,> 0) 
d(uT) 

~dz~ 

where 

(w,-Ti+, - u,_, Ti)/Az; (w,, u,_, <0) 

«»,=("/«+! +"»,)/2 

(23) 

(24) 

one term from the numerator of each of the two ap­
proximations shown is required. 

Successive overrelaxation is used to solve the system of 
equations associated with the finite difference ap­
proximations. A relaxation parameter was introduced 

77)1=(l-o))7 ,f>y- + co77J1 (25) 

where the overbar indicates the Gauss-Siedel value. 
Convergence of the computed values of temperature was 

assumed when the difference between successive iterations 
was less than 5 x 10~6. The mesh used was 121 x 121 
resulting in the transformed radial step size of 0.00825 and the 
grid size for the angle of 0.75 deg. For comparison, 
calculations were also made with a mesh of 61 X 61. At a 
Peclet number of 103, the calculated Nusselt number was 
within 1.8 percent of that found using the 121 x 121 grid. 

The position of the outer boundary was held constant for 
all Peclet numbers, that boundary being R = 100. Conditions 
imposed at the outer boundary have a dramatic effect on 
computational effectiveness. The easiest method is to com­
pletely specify the temperature along the outer boundary. 
This can be achieved either by using "infinity" boundary 
conditions at the extremes of the mesh or by using asymptotic 
solutions applicable at large but finite distances from the 
drop's surface. Imposing different conditions on inflow and 
outflow portions of the boundary proves to have decided 
advantages. This usually allows a considerably shorter 
computational mesh for comparable accuracy in the region 
near the interface. The boundary condition used at the outer 
boundary was T = 0 for inflow and dT/dx = 0 for outflow 
[16]. 

The evaluation of the average Nusselt number given by 

— ) sin 6 dd 
dx/x=i 

(26) 

was obtained using the trapezoidal rule for integration. 
The gradient (dT/dx)x=] can be evaluated using first or 

second-order finite difference techniques or even higher order 
accurate techniques for that matter. For the gradient in this 
case, first-order finite difference methods will be shown to be 
appropriate by examining the limiting analytical solution. 

The first-order finite difference approximation is given by 

Ci)r-m{T'-Ti+i)+°[(lmU),] (27) 

and the second-order finite difference approximation is given 
by 

dT 
( - ) = 
\dR/i 

2(AR) 
QT,-4Ti+i+Tl+2) + 0 • > ( d 7 \ 

( A * ) 2 ( ^ ) , 
(28) 

Consider now the exact solution for large Peclet number given 
by Morrison [10] 

r = l - e r f [ P e 1 / 2 ( # - l ) / ] (29) 

- ^ , = 4 x - ' ^ P e 3 / 2 ( / ? - l ) e x p [ - ( / ? - l ) 2 P e / 2 ] (30) 

a 3 r 
dR 

3 - 4 7 r - | / 2 / 3 P e 3 / 2 [ l - 2 / 2 P e ( J R - l ) 2 ] 

If the two mean velocity coefficients are of different signs, 

• e x p [ - C R - l ) 2 P e / 2 ] (31) 

where / = cos 8 for pole to equator flow and / = 
sin20/(l +sin20)1/2 for equator to pole flow. The error term 
for the first-order finite difference approximation of the 
gradient at i? = 1 is identically zero. This is not the case for 
the second-order finite difference of the gradient at R = 1. In 

Journal of Heat Transfer MAY 1986, Vol. 108/339 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Y 2 

—i i—r 
-V = 0-0.01 n n 

i i r 

i i i J i I i L 

Fig. 2 Streamlines for flow outside the drop 

T i i i i " i i r 

0.3 

T=1.0 0.9 0.8 0.7 0.6 0.5 

j I i [ _ ^ I i L 
0 1 2 3 4 

X 

Fig. 5 Isotherms for pole to equator flow at Pe = 50 

2 — 

1 r i i r 

T= 1.00.9 0.8 0.7 0.6 0.5 0.4 

i I i L _ j L_ 

Y 2 

Fig. 3 Isotherms for pole to equator flow at Pe = 10 Fig. 6 Isotherms for equator to pole flow at Pe = 50 

I I I I I I I I I 

0.4 - ^ ^ 

- 0.5 \ -

0.6 — ^ ^ \ \ 

- 0.7 _ ^ \ \ \ 

_ 0.8 - 0 \ \ \ 
0.9 - 0 \ \ \ \ 

_T=1 '°~x\\\ 
\ft\ 

— l I I I 1 

_ 

-
-

I l l " 

Fig. 4 Isotherms for equator to pole flow at Pe = 10 

0 1 2 3 4 
X 

Fig. 7 Isotherms for pole to equator flow at Pe = 100 

that case, the error term is 47r~1 /2(A#)2/3Pe3 /2 . Therefore, , . „. „ , , . . 
the first-order approximation is fitting for determining the ' h o W n ' n Ff. \ a n d t h e ls°therms are shown in F.gs. 3-8. At 
gradient. It is easier and just as good at high Peclet numbers. P e = .°' wh'c}} c o r rfp o n d s t 0 P u r e conduction, isotherms 

coincide with lines of constant R. At low Peclet numbers, as 
in Fig. 3 and Fig. 4, the isotherms diverge from the con­
duction solution as lines of constant R and resemble prolate 

The streamlines for the steady electroconvective flow are and oblate spheroids. As the Peclet number is increased 

Numerical Results 
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Fig. 9 Local Nusselt number variation for pole to equator flow 

further, as in Fig. 5 and Fig. 6, the isotherms are compressed 
at the frontal stagnation point and thicken as the rear 
stagnation point is approached. As the Peclet number in-
wake. At large Peclet numbers, as in Fig. 7 and Fig. 8, 
isotherms near the drop's surface are very close to each other 
at the frontal stagnation point and thickenr as the rear 
stagnation point is approached. As the Peclet number in­
creases, transport rates at the front of the sphere increase 
while those at the rear stagnation point decrease. 

The local Nusselt number given by 

./an 
Nu„ \dx 

(32) 

is shown in Fig. 9 for pole to equator flow and Fig. 10 for 
equator to pole flow. The local Nusselt number increases for 
increasing Peclet number at the frontal stagnation point. At 
higher Peclet numbers, the local heat transfer should decrease 
at the rear stagnation point. Figures 9 and 10 show that the 
local transfer actually increases at higher Peclet numbers. The 
local Nusselt number is quite sensitive near the rear stagnation 
point because the temperature gradients are quite small. Even 
at high Peclet numbers, the temperature distribution ap­
proaches the conduction solution far from the drop's surface. 
Because of this infinity boundary condition and machine 
storage capacity, accurate solutions near the rear stagnation 
point were not feasible. The average Nusselt number is 
relatively unaffected because little transfer takes place near 
the rear stagnation point. 

Figure 11 shows the overall Nusselt number obtained by the 
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Fig. 11 Variation of mean Nusselt number with Peclet number 

perturbation analysis of Griffiths and Morrison [9], 
boundary layer analysis of Morrison [10], and the present 
numerical results. The perturbation results agree with the 
numerical results within 4.3 percent up to a Peclet number 
equal to 75. The numerical results approach the exact 
boundary layer analysis at high Peclet numbers; at a Peclet 
number of 750 the numerical results agree with the boundary 
layer solution within 3 percent. 

The overall calculated Nusselt number for the pole to 
equator flow was always within a percent of the equator to 
pole flow. Since the temperature distributions and local 
Nusselt numbers of equator to pole flow differed greatly from 
their counterparts in pole to equator flow, this global check 
provides valuable evidence of computational accuracy. 

Since the dimensionless equations and boundary conditions 
governing mass transfer are identical to those of heat transfer, 
the solution to these equations are also identical. Equivalent 
results for mass transfer may, therefore, be found by simply 
replacing the Nusselt number by the Sherwood number and 
the dimensionless temperature by the dimensionless con­
centration. 

Dedication 

This paper is dedicated to the memory of Frank A. 
Morrison, Jr., my teacher, my advisor, my friend. 
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Heat Transfer and Pressure Drop 
in a Helically Coiled Rectangular 
Duct 
The present paper deals with experiments using air in three helically coiled rec­
tangular ducts of mean diameters 12.7 cm, 17.8 cm, and 22.8 cm, respectively, made 
of rectangular wave-guide tubing of dimensions 1.27 cm x 0.64 cm. Pressure varia­
tions observed around the ducts were qualitatively in agreement with the expecta­
tions for secondary flow. The friction factors change gradually with increasing 
Reynolds numbers over the range 1200-10,000 without exhibiting a sudden transi­
tion from laminar flow to turbulence. At all Reynolds numbers, these are higher 
than those for a straight duct by 20-100 percent. The heat transfer coefficient is also 
higher than that for straight ducts ranging between 20-300 percent, depending on 
the Reynolds number. The largest increases are seen in the Reynolds number range 
1200-2500. 

1 Introduction 

Curved or rotating ducts of rectangular cross section with 
coolants flowing through them find several applications in in­
dustry. Large generators have hydrogen flowing through ducts 
rotating parallel to an axis, while several types of large motors 
have air entering radially through small ducts and flowing out 
axially thereafter. In all these cases, the temperature limitation 
on the material being cooled and the associated heat transfer 
play an important role in determining the power outputs and 
machine sizes. For appropriate design, it is essential to know 
the heat transfer and the pressure drop during fluid flow under 
the actual conditions encountered in these machines. At 
present, this information is not available and the design is 
often based on stationary straight tube data. 

The fluid flowing through a stationary curved duct or a 
rotating straight duct is subjected to forces which act locally in 
a direction normal to the main flow direction. Depending 
upon the duct curvature or the speed of rotation, these forces 
can reach values which are very large compared with normal 
gravitational acceleration. As a result, secondary flows 
transverse to the main flow direction are set up, with the for­
mation of vortex cells. The number and the geometry of these 
cells depend upon the duct geometry (circular or rectangular) 
and the Reynolds number as well as other nondimensional 
parameters. For a curved duct (Fig. la), the parameter of in­
terest depends on the duct geometry and curvature, while it is 
a function of the rotational speed, the duct size, and other 
variables for rotating ducts. 

The type of cross flow one can envision in a curved channel 
is indicated in Fig. \(b). This appears to be similar to that 
generated in rotating straight ducts, since the secondary flows 
are caused by either centrifugal or Coriolis forces. There is 
strong evidence to indicate that they affect the stability of the 
main flow so as to reduce the sharpness of transition between 
laminar and turbulent conditions. The result may be a gradual 
variation of friction factor with Reynolds number. The fric­
tion factors and heat transfer coefficients often become much 
higher than in straight tubes of the same diameters and at 
similar Reynolds numbers. 

Trefethen [1] experimented with water in long circular 
tubes and found that in the laminar region, the friction factor 
increases with rotational speed. In the turbulent region, the 
rotational speed has only a small influence on the friction fac-
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tor, as compared with that of a stationary duct. Trefethen also 
showed that the forces acting on the fluid would result in 
secondary flows that are similar in curved stationary tubes and 
straight rotating tubes. 

Several other studies dealing with curved tubes can be found 
in the literature [2-4]. Mori and Nakayama [5, 6] have ana­
lyzed curved circular tube flow by dividing it into two parts: a 
core region which is potential in nature and a boundary-layer 
region affected by viscosity and confined to the walls. They 
show that the effect of secondary flow increases markedly 
with increase in duct curvature. Mori and Nakayama found 
that the curvature has much less influence in fully developed 
turbulent flow than in laminar flow. 

Humphrey et al. [7], Melling and Whitelaw [8], and Buggeln 

Fig. 1(a) Curved rectangular duct nomenclature 

L^ b ^4 

Fig. 1(b) Secondary streamlines 
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et al. [9] have reported numerical solutions of flows in curved 
ducts. In these reports, the flows have been assumed to be 
completely turbulent and the appropriate equations of motion 
solved by using a suitable turbulence model. In both [7] and 
[9], the calculated results agree reasonably well with ex­
perimental data up to a bend angle of 45 deg. A similar 
calculation applying to laminar flow in a straight rectangular 
duct rotating about an axis parallel to itself has been 
developed by Neti et al. [11]. 

Measurements of developing flow in right angled and 180 
deg bends have also been reported in the literature [7, 9, 24]. It 
has been observed that inlet boundary-layer thickness in­
fluences the secondary flow and may affect turbulence as well 
as heat transfer. 

Cheng and Akiyama [12] have obtained numerical solutions 
to flow in curved rectangular channels of various aspect ratios 
and computed heat transfer coefficients as well. Their analysis 
is applicable in laminar flow for Dean numbers in the range 
0-10,000. Mori et al. [13] have used a momentum integral ap­
proach similar to that of Mori and Nakayama [5, 6] to 
calculate heat transfer in a curved square duct. It is clear from 
Cheng and Akiyama's analysis that the assumptions of Mori 
et al. [13] are valid only for Dean numbers in excess of 700. 

Even though rectangular curved ducts are widely used in in­
dustrial applications, not much of information relating to 
them exists in the literature. A considerable amount of infor­
mation relating to circular curved tubes exists, though there is 
an uncertainty about the effects of secondary flow on transi­
tion to turbulence as well as on heat transfer during transition. 

Srinivasan et al. [14] carried out a review of available data 
on helically curved circular coils as well as on spirally curved 
circular coils and concluded that the Reynolds number for 
transition between laminar and turbulent flows is larger than 
for straight circular tubes. Srinivasan et al. [15] have also 
published the results of a series of experiments on ten different 
helically coiled circular tubes and obtained both the transition 
Reynolds numbers and friction factors for these tubes. They 
have established three correlations for friction factors de­
pending upon the tube-to-coil diameter ratio, each correlation 
valid in a certain range of Dean numbers. An interesting 
aspect of their correlations is that a critical Reynolds number 
is proposed for turbulent flow, in addition to a transition 
region stretching over a range of Reynolds numbers. This im­
plies that there is no sharp cutoff point for transition between 
laminar and turbulent flows. Indeed, an examination of their 
graphs indicates that straight lines have been drawn through 
regions of scatter in the data and that the secondary flow due 

to curvature so modifies the friction factor that it is not possi­
ble to determine specific points of break in the data heralding 
the onset of turbulence. The friction factor curve is so smooth 
that the "critical Reynolds number" for transition could have 
been picked at one or more of several points more or less ar­
bitrarily. A continuous change from laminar flow to tur­
bulence occurs, deviating more and more from the classical 
laminar straight tube data, until fully turbulent flow is no­
ticed. In view of these uncertainties and lack of other informa­
tion, it was thought fit to establish data on curved ducts 
relating to both heat transfer and pressure drop. A rectangular 
geometry was chosen primarily because of its applications in 
industry. 

In the present paper, the results of experiments on helical 
rectangular ducts with mean coil diameters of 12.7 cm (5,0 
in.), 17.8 cm (7.0 in.), and 22.86 cm (9.0 in.) are described, 
Friction factors and Nusselt numbers have been calculated for 
each duct. As opposed to observations for a straight duct, 
there exists a regime where the flow is dominated by secondary 
flow effects and it is therefore difficult to tell whether it is 
laminar or turbulent by observing the friction factor curve. 
This regime extends over a wide range of Reynolds numbers 
betweem 1000 and 10,000, so that the classical transition be­
tween laminar and turbulent flows does not occur in curved 
ducts. With increasing Reynolds numbers the friction factor, 
which is influenced by secondary flows, gradually changes 
from laminar values to those in turbulent flow. Also, cur­
vature can raise the friction factors and heat transfer by as 
much as 100-300 percent in the range 1000 < Re < 3000, while 
the increases are much smaller at large Reynolds numbers. 

2 Experimental Details 

A schematic diagram of the fluid flow loop used in the study 
is shown in Fig. 2. The coiled rectangular ducts were made of 
wave-guide tubing, 1.27 cm x 0.64 cm (0.5 in. x 0.25 in.) outer 
dimensions and walls 1 mm (0.04 in.) thick. Tests have been 
conducted on three helices, with respective mean diameters 
12.7 cm (5.0 in., b/R = 0.068), 17.8 cm (7.0 in., b/R = 0.0486), 
and 22.9 cm (9.0 in., b/R = 0.0378). 

Air at 600 kP (90 psia) was cooled, dehumidified, filtered 
and then led into the duct through a pressure regulator and a 
control valve. The rate of air flow could be adjusted to lie 
anywhere between 4.5 x 10~4-4.5 X 10~2 mVs (0.1 and 10 
scfm), as necessary. 

The air flow rate was measured with a Datametrics linear 
flow meter (Model 800-L, range 4.5 x 10" 4 -2 .5 x 10"2 mVs 

Datametrics 
Flowmeter 

<X5 
Pressure 
Gauge 

Cool 
Dry 
Air 

^ 2 

1,2,...6 : Pr and Temp 
Stations 

A-|,A2 : Air Temp. Measure 

Air Discharge 

Regulated 
Power 

Supply, 500A 

Fig. 2 Schematic diagram of apparatus 

Bus Bar 

Curved Duct 
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STRAIGHT WAVE 
GUIDE TUBE 

TORLON INSULATION 

BUS BAR, 6.4 mm 

CURVED DUCT 
6.4 mm x 127 mm 

A1 : AIR TEMPERATURE INLET 

G1 : GUARD HEAT THERMOCOUPLE 

P1, P2, P4: PRESSURE TAPS AT INLET 

T1, T2, T4: THERMOCOUPLES AT SIDE 

Fig. 3 Guard heaters and instrumentation at the duct inlet 

or 0.1-5 scfm and accuracy 0.5 percent of the set scale value) 
or a Cox turbine flow meter (range 2.5-7.5 x 10~2 m~ 2 /s , ac­
curacy 0.2 percent of set value). The meters were connected in 
parallel with shutoff valves, so that either of them could be 
used for flow measurement at any given time. (In Fig. 2, only 
one instrument has been shown for purposes of clarity.) The 
total range of flow in which the experiments were conducted 
was between 4.5x 1 0 ~ 4 - 3 . 6 x 10 - 2 m3/s (0.1-8 scfm), cor­
responding to a Reynolds number range of 450-35,000. 

A straight wave-guide tube of the same internal and external 
cross sections as the helical duct, 2 m (6 ft) long 
(length/hydraulic mean diameter = 300), was connected 
tangentially to the helix to provide a well-developed and 
smooth flow at the inlet. A similar straight section, 0.6 m (2 ft) 
long, was connected at the exit end of the test section. 

The air pressures were monitored with static pressure taps at 
six stations along the duct, spaced equally apart and half a 
turn away from one another. In addition, pressures were 
measured at every station with taps, located one on each wall 
of the duct. These measurements were used to obtain an 
estimate of the velocity of secondary flow, as compared with 
that of the main flow. A scanivalve connected to the taps and 
a Validyne pressure transducer permitted the pressure at every 
tap to be monitored as required. The whole system was 
precalibrated and could provide accurate data, within 0.25 kP 
(0.2 in. of water). In addition to these, the air pressures at the 
inlet of the duct and at the flow-metering instruments were 
measured with a Heise bourdon tube instrument that had a 
least count of 0.3 kP (0.05 psig). 

For heat transfer studies, the duct was heated electrically by 
passing a d-c current through its walls, controlled by a 
regulated power supply, capable of providing a maximum of 
500 A. The current flow was measured with a calibrated 100 
microhm shunt (rating: 100 mV at 1000 amp). The duct was 
well insulated with fiberglass and styrofoam packing pellets, 
so that thermal losses were reduced to a minimum. 

Heavy copper bus bars, connected one at each end, 
transmitted power to the duct from the power supply. In order 
to minimize heat transfer from the duct to the bus bars, 
secondary electrical heating was provided with 40 W flat strip 
heaters glued to each bus. The strip heaters could be main­
tained at any desired temperature by using variacs operating 
off a-c 110 V mains. During each test, the bus temperatures 
could be controlled within 0.3°C (0.5°F) of those on the duct 
at these points. At these temperature differences, the end 

12.7 cm DIAMETER HELIX. 
Re = 3964 

27.53 56 85.14 113.16 

PRESSURE STATION LOCATIONS ALONG DUCT, cm 

Fig. 4(a) Pressure variation along the duct axis 

17.9 cm HELIX. 0.127 nrtmin FLOW RATE 

STATIONS ALONG DUCT 

1 (INLET) 

0.25 mm OF WATER 

LOCATIONS 
AROUND DUCT 

Fig. 4(b) Pressure variation around the duct 

losses were estimated to be less than 0.5 percent of the power 
input to the duct. 

The temperatures at six stations along the duct (as well as 
around the duct at each station), were measured with copper-
constantan thermocouples glued to each flat face of the duct. 
In addition, the temperatures of the air at the entry and the ex­
it of the curved duct were measured with thermocouples that 
were inserted into the duct, through an insulating material, 6.3 
cm (0.25 in.) thick, placed above the bus. The details of the 
thermocouple locations and the pressure taps at the inlet are 
indicated in Fig. 3. 

Adiabatic flow data were first obtained by passing dry, 
dehumidified air through the unheated duct. The pressures at 
all the locations, the mass flow rate, and the air temperatures 
at the inlet and the outlet were measured. These data enabled 
the calculation of friction coefficient and the Reynolds 
number, corresponding to the mean temperature within the 
duct. 

Before performing the heat transfer tests, the energy losses 
through the insulation were determined by turning on the 
heaters and the current through the duct without any air flow. 
The bus-bar temperatures were matched with those of the 
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«—*—* Present Data, 12.7 & 17.8 cm Ducts 

•——-• Present Data, 22.9 cm Duct 

o o Present Data, Straight Duct and Jones [16] 

Smooth Rect. Duct, Sparrow [19] 

Coiled Circular Tube, Srinivasan [15] 

Srinivasan (12.7 cm & 17.9 cm Ducts) 
(22.9 cm Duct) 

Jones [16] 

102 103 

Fig. 5 

104 105 

Reynolds Number 

Measured friction factors 

thermocouples located close to the duct ends, within 0.3 "C 
(0.5°F), so that the duct ends could be treated as insulated. 
The total power input to the duct and the temperatures at 
various locations along the duct were measured to obtain a 
power loss versus average duct temperature curve, one for 
each duct. 

During the heat transfer test with air flow, the duct surface 
temperatures at the inlet and the exit were again matched with 
those of the bus bars. All the temperatures, pressure drops, 
the flow rate, and other data were recorded after steady state 
was reached. 

3 Results and Discussion 

In order to check the instrumentation, a few tests were first 
run on a straight duct 1.2 m (4 ft) long, provided with pressure 
taps as well as thermocouples, one each at the inlet and the exit 
and at two other intermediate positions, 0.38 m (15 in.) apart 
from each other. Pressure drops were measured and the fric­
tion factors calculated at each Reynolds number in the range 
1300-32,000, resulting in the graph shown in Fig. 5. The 
results have been compared with the graphic data given by 
Jones [16], applicable to rectangular ducts of aspect ratio 2:1. 
The data points agree reasonably with the predictions of 
Jones. A few data points were also obtained for comparison 
with heat transfer correlations in straight duct flow and are in­
dicated in Fig. 7 as squares. They show that the instrumenta­
tion for friction factor and heat transfer used in the present ex­
periment is reasonable. 

The graph of measured pressures along the curved duct 
(Fig. 4a) shows that the pressure drops linearly along the duct. 
Further, the graphs (Fig. Ab) show that the difference in 
pressure between the outer radius and the inner radius is essen­
tially the same, no matter at what station it is measured. Both 
these results indicate that the effect of entrance was confined 
to a very short section at the inlet and that the secondary flow 
was fully established all along the duct. Hence, it could be 
assumed that the flow was hydrodynamically fully developed. 

The friction factors calculated from fully developed 
adiabatic flow data are shown in Fig. 5. For both the 12.7 cm 
and 17.8 cm (5.0 in. and 7.0 in.) helices, very nearly the same 
values were obtained within the limits of experimental ac­
curacy. For the 22.9 cm (9.0 in.) duct, the friction factor data 
fall between those of the straight duct and those of the other 

two ducts. The values for all the curved ducts are above those 
of straight ducts by 20-100 percent, depending upon the duct 
size and the Reynolds number. The 12.7 cm and 17.8 cm durts 
exhibit friction factors which are about 30 percent larger, 
while the 22.9 cm duct exhibits increases of about 20 percent 
above those of a straight duct, both for small Reynolds 
numbers (Re = 850) and for large Reynolds numbers 
(Re> 10,000). What is interesting is that while there exists a 
clearly discernible transition between laminar and turbulent 
flows in a straight duct, no such sharp transition exists in the 
curved duct. The friction factors change gradually with in­
creasing Reynolds numbers, so that it is impossible to tell by 
looking at the friction factor curve where laminar flow ends 
and where turbulent flow begins. This is the region which is 
dominated by secondary flow effects. These curves are similar 
to those of Johnson and Morris obtained from pressure 
measurements in a circular duct rotating about a parallel axis 
[17]. In that test, air was passed through the duct without 
heating and the friction factors caused by entrance effects 
were measured. The curves of friction factors plotted against 
Reynolds numbers look much like the curves for friction fac­
tors presented in Fig. 5, except that they vary with distance 
from the inlet. Johnson and Morris observe that there is no 
"d ip" in the friction factor-Reynolds number relationship 
which is characteristic of stationary straight tubes. 

Rayleigh [18] has shown that flows with curved streamlines 
are stable if the circulation increases with radial distance from 
the center of curvature. Otherwise, the flow will become 
unstable. Assuming the Rayleigh criterion to hold in the 
present case, the flow may be expected to become unstable 
near one wall of the duct and to be stable near the other wall. 
Also, Kelleher et al. [23] have performed measurements and 
flow visualization experiments in a curved rectangular chan­
nel. From their data, it can be seen that flow disturbances exist 
at the inner wall even below Re = 800 (Dean No. = 140). In 
addition, if one assumes in a simple-minded way that the 
secondary flow near the walls is of the boundary-layer type 
(Mori and Nakayama [5]), it is likely to be unstable in the area 
where it faces an adverse pressure gradient. Similarly, it is like­
ly to be stable in the area where the pressure gradient is 
favorable. Hence, once secondary flow is established, there 
may exist a range of Reynolds numbers where the secondary 
vortices dominate and maintain laminar flow over part of the 
cross section and turbulent flow over the remaining part. With 
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increasing Reynolds numbers, it is conceivable that the 
character of the flow changes gradually, until turbulence is 
reached all over the cross section. This could result in the 
behavior that is exhibited in Fig. 5. Further experimentation 
along with flow visualization is necessary to determine the 
flow pattern in the duct, before the reasons for the observed 
variation in friction factors are known. At any Reynolds 
number, the secondary vortices tend to increase the friction 
factor as compared with that in a straight tube, due to the in­
creased length of fluid path in the duct. 

Srinivasan et al. [15] have established empirical correlations 
for predicting the critical Reynolds number and turbulent fric­
tion factors in coiled circular tube flow as given by the 
equations: 

(la) 

(1*) 

where 

Re = Reynolds number based on tube diameter 
Recrit = critical Reynolds number 

/ = friction factor 

Here, d is the tube diameter while D is the helix mean 
diameter. A plot of equation (la) (using the hydraulic 
diameter in place of d) is also shown in Fig. 5 as a dashed line, 
for comparison with the present data. For both the 12.7 cm 
and 17.8 cm helices, essentially the same line is obtained, since 
the dependence of friction factor on the helix diameter in the 
above equation is not strong enough to show up in the plot. 
For Reynolds numbers above 8000, the agreement of this 
equation with the present data is excellent. For smaller 
Reynolds numbers, the rectangular duct data show a higher 
friction factor than circular tube data. 

During the heat transfer tests, because of constancy of 
generated energy flux at the surface and good insulation 
around the duct, the axial variation in wall temperature was 
nearly linear over a very large portion of the duct length. The 
differences in thermocouple readings around the duct at any 
axial location never exceeded 0.6°C, so that they were aver­
aged to obtain the duct wall temperature at the location. A 
typical temperature profile obtained with the 17.8 cm (7.5 in.) 
duct at a Reynolds number of 2000 is indicated in Fig. 6. At 

the inlet and the exit sections where guard heating was 
employed, the temperature gradients are nearly zero. 

By knowing the energy input, the losses through the insula­
tion at various temperatures and the axial energy conduction, 
an energy balance was carried out to determine if the energy 
transferred to the air was equal to the net energy transfer at 
the duct walls. For all the data reported, the energy balance 
was correct within 10 percent. Finally, the heat transfer coeffi­
cient and the Nusselt number were calculated from a 
knowledge of air temperatures and the surface temperatures 
by using the logarithmic mean temperature difference. The 
results applicable to the middle duct section where the end ef­
fects were considered as negligible are exhibited in Fig. 7. 
Again, these may be expected to apply in fully developed flow, 
since very little variation in heat transfer coefficient was no­
ticed among the middle three sections. 

In analogy with the behavior of friction factor, one should 
expect the Nusselt number at very small Reynolds numbers to 
approach the value of 2.88, which applies to a stationary 
straight rectangular duct of aspect ratio 2. Even though the 
points indicate that they approach this value at Reynolds 
numbers below 1000, it is likely that free-convection effects in 
the curved duct have influenced the data resulting in lower 
heat transfer coefficients than would occur with purely forced 
flow. A rough estimate of the effect of free convection due to 
duct orientation indicates that its influence is such as to op­
pose the main flow and its magnitude is comparable with that 
of forced convection at low Reynolds numbers. Above a 
Reynolds number of about 1200, free-convection effects are 
quite small and the data presented can be considered as 
realistic. Based on an error analysis, experimental uncertain­
ties have been estimated as ± 2 percent in Reynolds numbers 
and ±9 percent in Nusselt numbers. The heat transfer coeffi­
cient first rises rapidly with increasing Reynolds numbers be­
tween 1200 and 2500 and then, more gradually, for Reynolds 
numbers above 2500. In fully developed turbulent flow the 
Nusselt number becomes 10-20 percent higher than for 
straight duct flow [20, 21]. Like friction factors, the heat 
transfer coefficients too are higher than for straight tubes at 
all Reynolds numbers by amounts varying between 10-300 
percent, the largest differences occurring between Reynolds 
numbers of 1200 and 2500. 
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Singh and Bell [4] have obtained data on circular curved 
tubes (0.024<d/D<0.05) and have correlated them in the 
range 70 < Re < 7000 by the expression 

Nuc = [0.224+ 1.369(tf/23)][Re<°-501+0-318(rf/fl>>]Pr(|/3> 

where 
(2) 

tf = tube diameter 
I? = coil diameter 

Nuc = Nusselt number for the coiled tube 
Pr = Prandtl number of the fluid flowing through the 

duct 

A plot of this equation for air (Pr = 0.7) is shown in Fig. 7. 
What is surprising here is that at very small Reynolds 
numbers, Singh and Bell's data do not seem to show a tail 
leading asymptotically to the straight tube result which is well 
known to be around 3.46 for circular tubes. Also, there is no 
pronounced change in the heat transfer coefficients due to 
transition, as presently observed for rectangular ducts. These 
differences may be due to the different fluids used in the two 
cases: All of Singh and Bell's data apply to liquids of relatively 
high Prandtl number (3.46<Pr<5.4), while the present data 
apply to air. Some recent data for water flow obtained by the 
present authors and not exhibited here seem to agree with 
Singh and Bell's correlation better. 

A comparison of the present data with the correlation of 
Clark [22] obtained by a regression analysis of several data 
points is also shown in Fig. 7. Clark's equation is 

where 

Nuc/Nu. = 1.0 + 2. \2{d/Df 

Nu t = 0.023Re°-8Pr° 

(3) 

is the Dittus-Boelter correlation applicable to straight tube 
heat transfer. Equation (3) applies in turbulent flow and 
agrees reasonably with the present data for Reynolds numbers 
above 5000. For smaller Reynolds numbers, the agreement is 
not good. This is probably due to differences in geometry as 
well as due to transition effects which are different between 
tubes and rectangular ducts. As already seen, friction factors 
for coiled circular tubes and rectangular ducts are not the 
same in the region where secondary flow effects dominate. In 
this range of Reynolds numbers, therefore, it is not surprising 
that the heat transfer data do not agree well with those of cir­
cular tubes. 

Pressure drop measurements were also made for flow with 
heat transfer, for comparison with adiabatic flow results. 
Because of low thermal fluxes and temperature differences, 
negligible changes in friction factors were noticed with and 
without heat transfer. Hence, friction factor data with heat 
transfer have not been separately presented. 

Curve fits have been obtained for friction-factor and heat 
transfer, applicable to all the ducts. The friction factor cor­
relation curve chosen as an asymptote to the laminar duct data 
at low Reynolds numbers and an asymptote to Srinivasan's 
correlation at high Reynolds numbers is given by 

(4) 

(5) 

/ = [(62.2/Re + C^i + C2/Ree2] 1/ei 

where / is defined by the equation 

f=2gcDAp/(plV*) 

Here 

Ap = pressure drop in a duct of length / 
p = density of fluid 
gc = dimensional constant 

The rest of the quantities have the same significance as in the 
earlier equations. The quantities Cx, C2, eu and e2 are con­
stants depending upon the duct diameters. 

For the 12.7 cm and 17.8 cm mean diameter ducts 

C, e, =0.753 = 0.01; 

C2 = 0.2364; 

For the 22.9 cm mean diameter duct 

C, =0.0058; e, = 1.255 

C2 = 0.217; e2 =0.314 

The correlations above are applicable only in the Reynolds 
number range 600 < Re < 25,000. Within this range, the cor­
relations provide results with a root mean square error of 3.55 
percent for the 12.7 cm and 17.8 cm ducts, and 4.44 percent 
for the 22.9 cm duct. The maximum errors are — 8.62 percent 
for the 12.7 cm duct and - 8 . 8 percent for the 22.9 cm duct. 

The correlation applicable to heat transfer data is 

Nu = C3Rec4Pr0-4 (6) 

Here again, C3 and C4 are constants, depending upon the 
helix mean diameters. For the 12.7 cm duct 

348/Vol. 108, MAY 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C3 =0.1754; C4 = 0.6198 

For the 22.9 cm duct 

C3 =0.0592; C4 =0.7227 

This correlation is applicable in the Reynolds number range 
3000< Re<25,000. The root mean square and maximum er­
rors for the heat transfer correlations are respectively 2.65 per­
cent and -7 .82 percent for the 12.7 cm duct, while they are 
2.94 percent and - 7 . 2 percent for the 22.9 cm duct. 

An appropriate correlation which is applicable to several 
ducts of differing hydraulic diameters and curvatures should 
involve the ratio dh/D (hydraulic diameter/helix diameter) as 
a parameter. However, the above correlations do not contain 
such a parameter, since it was thought to be inappropriate to 
specify a general correlation based upon data from only three 
sets of experiments. The correlations provided in equations (4) 
and (6) apply only to the particular geometries for which they 
have been obtained and should not be construed as being of 
general applicability or to hold outside the range of Reynolds 
numbers specified above. 

It appears from the above that one can obtain very large in­
crements in heat transfer as compared with those of straight 
ducts, if the flow can be maintained at Reynolds numbers of 
about 1800, with a curvature corresponding to that of the 12.7 
cm (5.0 in.) helix. The penalty in increased frictional pressure 
drop is not large, as compared with the increase in heat 
transfer. It may be possible to utilize this fact to design heat 
exchangers with improved performance. 

4 Conclusions 

1 Experimental data obtained on curved rectangular ducts 
show that there is no well-defined transition point between 
laminar and turbulent flows. There exists an extended range of 
Reynolds numbers over which the friction factor changes 
gradually under the influence of secondary vortices, until fully 
developed turbulent flow is reached. At large Reynolds 
numbers, the present results agree quite well with circular tube 
data. 

2 The friction factors are higher than those of a straight 
duct by amounts ranging between 20 and 100 percent, de­
pending upon the Reynolds number and duct curvature. The 
largest differences occur below a Reynolds number of about 
3000. 

3 For Reynolds numbers above 5000, the present 
heat transfer data agree reasonably with those of 
coiled circular tubes. In this range, the Nusselt numbers are 
above those of straight tube values by about 13-20 percent. 

4 At Reynolds numbers between 1200 and 5000, the pres­
ent heat transfer data differ considerably from those of 
straight tubes as well as those of coiled circular tubes. Overall, 
the curved duct heat transfer coefficients exceed those of 
straight ducts by magnitudes ranging from 20 to 300 percent, 
depending upon the Reynolds number and the helix diameter. 
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Laminar Heat Transfer and 
Pressure Drop in a Rectangular 
Duct Rotating About a Parallel Axis 
Experimental results were obtained on pressure drop and heat transfer in a laminar 
flow of air in a rotating heated rectangular duct. The duct had a 2 to 1 aspect ratio, 
and was parallel to, but displaced from, the rotor axis. Data presented on Nusselt 
number in the inlet region and dimensionless pressure drop in the inlet and fully 
developed regions were found to be in close agreement with numerical finite dif­
ference solutions to the laminar flow equations. Laminar heat transfer and pressure 
drop are strongly affected by rotation, beginning to increase for values of Grashof 
number in excess of 103. For a Grashof number of 106, the Nusselt number is ap­
proximately twice the value of that in a flow with zero Grashof number. The effect 
of rotation on dimensionless pressure drop is smaller, with increases of the order of 
35 percent occurring from Gr = 0 to 106. 

Introduction 

Cooling passages are frequently used in the rotor windings 
of large high-performamce electrical generators to allow for 
increased electrical and magnetic loadings. In some of these 
designs, a major portion of a typical rotor cooling circuit in­
volves flow channels which are parallel to, but displaced from, 
the rotor axis (Fig. 1). In such a geometry, the density gra­
dients caused by the heated wall interact with the centrifugal 
acceleration to cause flows in the lateral plane. The cooler and 
more dense fluid in the core flows radially outward while the 
warmer fluid near the walls flows inward toward the axis of 
rotation. In addition, Coriolis accelerations induced by the 
transverse velocity components lead to further adjustments in 
the flow patterns. 

The effects of rotation on the axial development of laminar 
flow of air in a heated rectangular duct with a 2 to 1 aspect 
ratio are illustrated in Fig. 2, where the arrows represent the 
velocity vectors in the transverse plane. These solutions, 
shown here for one half of the duct, where obtained by a 
numerical finite difference procedure [1]. The inlet velocity 
and temperature profiles were uniform and the duct was 
heated uniformly around its circumference and along its 
length. For the case illustrated in Fig. 2, Re = 1800, Gr = 3.5 X 
105, and Ro = 0.067. At the inlet, the flow develops as a 
classical boundary layer, where all the transverse velocities are 
directed toward the center of the duct. As the fluid reaches a 
nondimensional axial distance Z* ~ 0.005, the effects of the 
body forces start to dominate, resulting in a reorganization of 
the transverse flow patterns. Further downstream, the flow ex­
hibits a typical mixed convection behavior with the fluid rising 
along the hot wall against the body force. The effects of these 
secondary flows on the axial variation of Nusselt number are 
shown in Fig. 3 (see Table 1). The bottom curve represents a 
duct flow with no centrifugal or Coriolis effects. Rotation in­
creases Nusselt number both in the inlet and fully developed 
regions, with values of Gr in excess of 103 required to in­
fluence Nu. 

Most investigations reported in the literature which are con­
cerned with laminar flow in parallel rotating passages, deal 
with flows in circular pipes. These include theoretical solu­
tions by Morris [2], Mori and Nakayama [3], Woods and Mor­
ris [4], and Skiadaressis and Spalding [5]. Experimental results 
on the effects of rotation on laminar heat transfer and 

Fig. 1(a) Flow circuit with parallel rotating duct 

a 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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25, 1985. 

Fig. 1(6) Cross section of duct flow passage 

pressure drop have been reported by Morris and Woods [6], 
Woods [7], Woods and Morris [8], Johnson and Morris [9], 
Morris [10], Davies and Morris [10], and Sakamoto and Fukui 
[10]. Research on laminar flow in square passages has been 
reported by Dias [11] and Morris and Dias [12]. 

The present paper describes a laboratory study of the effects 
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of rotation on heat transfer and pressure drop for air flowing 
in a parallel axis duct with a rectangular cross section and a 2 
to 1 aspect ratio. Experimental results are presented over a 
range of Reynolds numbers from 1500 to 2370 and Grashof 
numbers which extend to maximum values in excess of 106. 
Comparisons are made with the numerical finite difference 
solutions of [1]. 

Experimental Apparatus 

The experiments were performed using the rotating duct 
facility shown in Fig. 4. This consists of a motor-driven shaft 
and rotor which drive a 76-mm-dia. by 1.7-m-long hollow tube 
located at a radius of 0.32 m from the axis of rotation. The 
tube, which is open at the ends, is used to hold the heated rec­
tangular duct test section. The rotor is driven by a 30 kW 
variable speed d-c motor which is mounted on the base frame 
and connected to the rotor shaft by a timing belt. Rotor speed 
is measured by an induction-type tachometer. Tubes, electrical 
cables, thermocouple wires, and other connections from the 
test section are carried along the axis of the hollow rotor shaft. 
Tube connections for the working fluid are made through 
rotary couplings, one located at each end of the shaft. The in­
let fluid coupling and power slip rings are located next to the 
drive belt. These rings and brushes transmit power to the 
heaters and transducer, and transmit the switching signals to 
the rotary solenoids. The rotating instrument package is 
located on the exhaust side of the rotor. This package contains 
the equipment for measuring and switching between various 
thermocouple and pressure lines. The output signals from 
these devices are transmitted through low-noise slip rings, 
made by LeBow Associates. 

Air was supplied by house air compressors at 550 kPa 
pressure. The line from the compressors was connected to a 
pressure-regulated tank, which allowed the air pressure in the 

circuit to be varied and also aided in filtering out small 
pressure and flow variations caused by compressor cycling. 
After flowing from the tank, the air entered a chamber filled 
with desiccant, to remove water vapor. For the heat transfer 
experiments, air flow rate was measured using an orifice plate 
of standard ASME design [13]. A positive displacement 
flowmeter was used to measure flow rate for the pressure drop 
experiments. 

Two different rectangular test sections, both with 2/1 aspect 
ratios, were used in this study. One, with a 3.18-mm hydraulic 
diameter, was used for the laminar pressure drop 
measurements; and the second, with a 10.53-mm hydraulic 
diameter, was used to obtain the laminar heat transfer data. 

The test section used for the pressure drop measurements is 
shown in Fig. 5. This was machined from Type 315 stainless 
steel and was 1.5 m in length and 25 mm by 25 mm in outer 
cross section. The rectangular flow passage was 2.381 mm 
wide by 4.763 mm deep. The dimensions of the test section 
and apparatus needed for data analysis and comparison are 
summarized in Table 2. 

Chromel-alumel thermocouple signal leads were inserted in 
holes drilled in the duct wall at 14 intervals along its length for 
measurement of axial variation of wall temperature. Ther­
mocouples were also mounted in the inlet and exit passages to 
measure fluid inlet and exit temperature. 

The duct was heated by electric thermofoil resistance 
heaters attached to the outer walls of the test section. The 
Kapton type strip heaters, manufactured by Minco Products, 
Inc., were each rated for 15 W at 208 V. Both sides of the 
heaters were coated with silicon conducting paste to smooth 
out hot spots. Thin 309 stainless steel strips were used to sup­
port each heater and assure good thermal contact with the 
duct wall. This prevented damage to the heaters and promoted 
uniform heat flux through the walls. The duct was insulated 
with cork pads layered over the stainless steel strips, arranged 

N o m e n c l a t u r e 

a = width of flow passage 
A = cross-sectional area of duct 

flow passage 
A duct = cross-sectional area of duct 

wall 
b = height of flow passage 

C„ = specific heat of working 
fluid 

DH = hydraulic diameter 
/ = dimensionless pressure drop 

dP ( dP\ 

ViPb(Z)wb{Z)2 

Gr = Grashof number 

. * * > ( - * - ) , 

H 

v(Z)2k(Z) 

radial distance from rotor 
axis to center of duct flow 
passage 

k = fluid thermal conductivity 
kdaa = thermal conductivity of duct 

wall 
L = length of heated test section 
m = flow rate of working fluid 
P = pressure 

Pr = 
Qc = 

Qc = 

qF = 

(-f),-
QF = 

QH 

QH = 

R = 
Re = 

Ro 

Prandtl number 
rate of heat transfer by con­
duction to elemental section 
of duct 
rate of heat transfer by con­
duction through ends of 
duct 
rate of heat transfer from 
elemental sections of duct to 
ambient 
overall rate of heat transfer 
from test section to ambient 
rate of heat transfer to 
working fluid in elemental 
section of duct 

rate of heat transfer per unit 
area to working fluid in 
elemental section of duct 
total rate of heat transfer to 
working fluid 
power dissipated in heaters 
within elemental section of 
duct 
total power dissipated in 
heaters 
gas constant 
Reynolds number 

wb(Z)DH 

v{Z) 

Rotation number 

AZ 

ozx 

T„ 
Ta 

T 
Tw 

u, 

w, 
w 

z 

wb 

= fluid bulk temperature 
= ambient temperature 
= temperature 
= average wall temperature 
= overall heat loss coefficient 

from duct wall to sur­
roundings 

= heat loss weighting co­
efficient 

= average axial velocity 
= axial position 

Z 

DRe 

length of elemental section 
of duct 

0 = 
V = 

p = 

Subscripts 

b = 
w = 

duct aspect ratio = 

coefficient of 
expansion 
angular velocity 
kinematic viscosity 
fluid density 

bulk 
wall 

b 

a 

thermal 
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to provide an equal thickness of insulation along the length of 
the duct. The cork was chosen because of its low weight and 
high insulation value. 

The test section used for the heat transfer studies consisted 
of rigid copper-bronze 10.53-mm hydraulic diameter 
waveguide tubing, enclosed in a hollow micarta rod. The tub­
ing was rectangular and 1.5 m long with 1.58-cm x 0.79-cm 
inside dimensions and a wall thickness of 1.02 mm (see Fig. 6). 

This duct was also heated by electric thermofoil heaters at­
tached to its four outer walls. The heaters on the side walls 

Z = 0.0200 
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Fig. 2 Development of transverse flow patterns: Re = 1800, Ro = 0.066, 
Gr = 3.5 x 105, Pr = 0.7, a = 2.0(1] 

were each 90 mm long and were mounted with 11.4-mm gaps 
between them to provide room for wall thermocouples. Flat 
cement-on type thermcouples, 6.4 mm by 8.9 mm in size, were 
attached to the wall at 15 such positions along the length of the 
duct. Similarly the heaters on the top and bottom walls were 
positioned with 22.9-mm gaps between them to.provide spaces 
for pressure taps. The high conductivity wall material (52 
W/mK) established an axial conduction effect which helped to 
minimize problems of cold spots at the short unheated sections 
of the wall. For data analysis purposes, the power dissipated 
in the heaters was assumed to be distributed uniformly along 
the entire 1.4 m heated length of the duct. 

A micarta rod was used to insulate the heated duct and to 
act as a supporting element for the wave guide tube. An in­
crease in rotational speed produces high centrifugal forces, 
which would cause the wave guide tube to bend if left unsup­
ported. Because of micarta's high mechanical properties, it is 
good supporting material. Micarta also has a low conductivity 

AIR 
q =900 W/rr/ 

Fig. 3 Nusselt number variation along duct for different Gr (see Table 
D 

TEST SECTION HOUSING 
A 

BEARINGS 

FLEXIBLE S H A F T - | 
C0UPLIN8 

SECTION A - A 

Fig. 4 Sketch of rotor with motor drive, instrument package, rotating 
couplings, and slip rings 

Table 1 Tabulation of Gr, Re, and Ro at Z* = 0 and Z* = 0.12; ?„, = 900 
W/m2 

Run Gr(0) Gr(0.12) Re(0) Re(0.12) Ro(0) Ro(0.12) 

A 
B 
C 
D 
E 
F 
G 

0 
6.3 X 104 

1.6 X 105 

6.4 x 105 

1.6 X 106 

2.5 X 106 

1 x 107 

2.1 
5.4 
2.25 
5.5 
8.8 
3.3 

0 
x 104 

x 104 

x 105 

x 105 

x 105 • 

x 106 

2000 
500 
250 
500 
1000 
2000 
2000 

1800 
450 
225 
450 
900 
1800 
1800 

0 
0.082 
0.26 
0.26 
0.21 
0.13 
0.26 

0 
0.066 
0.21 
0.21 
0.17 
0.1 
0.21 
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Table 2 Important dimensions of test sections (See Figs. 1, 5, 
and 6) 
Hydraulic diameter 
Height of flow passage 
Width of flow passage 
Heated length of duct 
Distance from axis of 

rotation to duct 
centerline 

DH = 1.\15 mm 
6 = 4.763 mm 
a = 2.381 mm 
L = 1.5 m 

10.53 mm 
15.8 mm 
7.9 mm 
1.4 m 

#=0.32 m 

- THERMOCOUPLE 

0.32 m 

ft THERMOCOUPLE -

FLOW PASSAGE 

WALL THERMOCOUPLES 

INSULATION 

SECTION A-A 
Fig. 5 Sketch of test section used for pressure drop measurements 

CEMENT-ON TYPE 
THERMOCOUPLE FOR 
WALL TEMPERATURE 

INSULATION (micarto) 

FLOW STRAIGHTENER 

THERMOCOUPLE FOR 
INLET FLUIO TEMPERATURE 

THERMOFOIL HEATERS 

INSULATION (micarto) 

CONOUIT 

SECTION A-A 

Fig. 6 Sketch of test section used for heat transfer measurements 

which makes it possible to limit the heat loss to the ambient. 
Three thermocouples were inserted in the air stream at the 

upstream end of the duct. These were located at .different ver­
tical positions across the flow passage and their average 
reading was used to indicate the inlet fluid temperature. 
Another thermocouple was mounted in the air stream at the 
downstream end of the duct. The sensing tip of this ther­
mocouple was located at the center of the flow channel and 
was used to indicate outlet fluid temperature. 

The wall and fluid thermocouples were connected to a 
rotary solenoid switch located inside the instrument package. 
This switch was used to select from among the different pairs 
of leads. The switch was advanced by applying a 2.5 A, 28 V 
d-c pulse through the power slip rings. One pair of thermocou­
ple leads was then connected between the solenoid switch and 
the output slip rings, from which connections to a poten­
tiometer were made for monitoring the thermocouple signals. 

Static pressure taps, located along the lengths of the test sec­
tions, were used to measure axial variations in wall static 
pressure. The pressure signals were transmitted from the taps 
through teflon tubes connected to a solenoid driven fluid 
switch located in the instrument package. This fluid switch, 
manufactured by Scanivalve Corp., was activated by applying 
1.5 A, 28 V d-c pulses through the slip rings connected to 
the solenoid leads. The output pressure tubing from the 
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Fig. 7 Axial variations of temperatures and heat flux for run 29 

g 
« 20 

RUN 29 
a = 2.0 
DH * 10.5 mm 
Ro = 0.105 
AIR • 

1900 
CC 
UJ 

- m 
3 

. 3 
z 1850 

• tfl 

o 
- J 
o 

. J 1800 
UJ 

cc 

1750 

1700 

_ 0* 

'. 50 

cc 
UJ 4 0 
ID 

- 2 
- 3 
. Z 

; H 30 
- UJ 

CO 
3 

; z 2 o 

10 

-

i— 0 

Fig. 8 
run 29 

0.02 0.03 0.04 0.05 

Axial variations of Grashof, Reynolds, and Nusselt numbers for 

Scanivalve switch was connected to a Validyne Model DP7 
pressure transducer, also located in the rotating instrument 
package. The transducer used a Validyne Model CD 16 
miniature carrier demodulator to convert the electrical signal 
produced by the pressure differential to a linear d-c voltage. 
This signal was then measured across the output slip rings by a 
digital voltmeter. The transducer was mounted in an orienta­
tion such that the diaphragm sensing element was located in 
the rotational plane and was centered about the axis of rota­
tion. This location minimizes diaphragm distortion caused by 
centrifugal acceleration. 

All of the heat transfer data were obtained with a flow 
straightener inserted in the inlet plenum of the 10.53-mm-dia 
duct. The flow straightener, fabricated from a bundle of 4-cm-
long sections of 0.08-cm hypodermic tubing, was used to 
eliminate inlet swirl and provide controlled inlet flow 
conditions. 

Data Analysis Procedure 

To correlate the pressure drop and heat transfer results 
properly and relate pressure drop and Nusselt number to 
Grashof number, Reynolds number, and Z*, information on 
local fluid bulk temperature, wall temperature, and wall heat 
flux is needed. For each run, the wall temperatures were 
recorded, as well as the entrance and exit fluid thermocouple 
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Fig. 9 Variation of Nusselt number with Grashof number in the inlet 
region 
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Fig. 10 Variation of Nusselt number with Grashof number in the inlet 
region 

voltages, rotor speed, ambient temperature, heater voltage 
and power dissipation. In addition, the voltages produced by 
the pressure transducer (as it was switched between pressure 
taps), and the air flow rate were recorded. The pressure 
transducer was calibrated after every experimental run. The 
transducer calibration data were fitted with a linear least-
squares curve and the equation for this line was used to con­
vert the transducer voltage measurement into pressure 
measurements. 

A fourth-degree least-squares polynominal curve was fitted 
to the wall temperature data and was used to calculate local 
wall temperatures as well as to obtain values for axial conduc­
tion through the test section wall. Energy balances for the en­
tire duct and for small incremental lengths of duct were then 

computed to obtain the axial variation of bulk fluid 
temperature. In this procedure, the duct was divided into 16 
equal sections, each centered about a thermocouple location. 
It was assumed that in each section the power dissipated in the 
heaters was transferred into the working fluid, conducted ax-
ially upstream or downstream through the duct walls, and 
conducted outward into the test section housing and from 
there to the surroundings. 

Energy conducted axially was found by differentiating the 
fourth degree curve fit for wall temperature and evaluating it 
at the section boundaries. At any axial location Z 

<7c(Z)=-L(*duct -4duct ) ] 
dTw 

dZ (1) 

Once the axial conduction was known, an energy balance was 
performed on the entire test section, exclusive of the inlet noz­
zle and exit plenum. The power dissipated in the heaters was 
equated to the sum of the rate of energy gained by the working 
fluid, conducted out of the duct ends, and transferred from 
the test section housing to the ambient according to the equa­
tion 

Q~ = QH-QF-QC (2) 

which was then used to calculate Qm • 
The rate of heat transfer to the surroundings from each of 

the 16 elemental sections was then found from 

q0,= WiUiAZ(Tw(Z)-T<„) (3) 

where U,, the overall heat loss coefficient, is 

U,-
Q« 

(TW-TJL 
(4) 

T„ = average wall temperature 
L = length of heated heat section 

and 

W-, = heat loss weighting coefficient 

The weighting coefficient W-, was used to account for 
nonuniform thermal resistance between the heaters and the 
surroundings along the length of the duct due to differences in 
thickness of thermal insulation. The value for W-, was found 
for each element through a calibration procedure performed 
when the duct was heated to steady-state conditions and 
rotated without flow of working fluid through the passage. 
Evaluation of these constants shows that they ranged from 0.9 
to 1.10 for the 3.18-mm-dia duct and were 1.0 for the 
10.53-mm duct. 

Once q„ was found for each element volume, an energy 
balance was performed on each to give the energy gained by 
the fluid in that volume 

QF = C1H-Q«,-<1C (5) 

The rise in bulk temperature of the working fluid for each ele­
ment was then found from 

A 7 V QF 

mc„ 
(6) 

In the case of the pressure drop experiments performed in 
the 3.18-mm-dia duct, the inlet bulk temperature of the fluid 
was measured with a thermocouple located 0.6 cm upstream 
of the actual inlet to the test section. Calculations were per­
formed to correct the inlet fluid temperature for heat transfer 
to the working fluid between the location of the thermocouple 
and the actual inlet to the test section. See [16, 17] for the 
details of the calculation procedure. 

Local values of air density and average fluid velocity were 
then found as follows: 

Pb(Z) = P(Z)/RTb(Z) 

wb(Z) = m/p(Z)A 

(7) 

(8) 
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The local dimensioniess pressure d rop / , Nu, Gr, and Re were 
computed as shown below 

dP\_ / g \ DH 

V A )F k 
f = 

Re = 

/ dP\ 

Vzpb(Z)wb(Z)2 

v(Z) 

Nu 

Gr = 

[Tw(Z)-Tb{Z)\ 

where values of dP/dZ were obtained by differentiating a 
curve fit to the measured axial variation in wall static pressure. 
The form of the Grashof number used here is similar to that 
for a constant heat flux wall, except that HQ2 has been 
substituted for g, the acceleration due to gravity. 
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Theoretical Solutions for Uniform Wall Heat Flux 

In this paper, the experimental results are compared with 
the theoretical solutions of [1]. The procedure used to obtain 
those uniform wall heat flux results involved the numerical 
finite difference solution of the three momentum equations, 
continuity, the energy equation, and the equation of state for 
the fluid. Both Coriolis and buoyancy terms were included in 
the momentum equations, but the axial diffusion terms in the 
momentum and energy equations were ignored. To account 
for axial variations in bulk fluid temperature and fluid proper­
ties, the properties were allowed to vary in the axial direction 
with Tb where the local bulk temperature Tb was obtained 
from the uniform wall heat flux condition. Transverse varia­
tions of flow properties were not accounted for in this analysis 
except as they occur in the buoyancy term in the momentum 
equation. The analysis assumed both uniform velocity and 
temperature profiles at the duct inlet. The wall heat flux was 
held constant both in the circumferential and axial directions. 
The solution procedure involved a marching technique to 
calculate the sequential development of the flow along its 
primary direction. More specific details of this procedure are 
given in [1]. 

Discussion of Experimental Results 

Shown in Fig. 7 for a typical heat transfer test run with the 
10.53-mm-dia test section are the axial variations of wall 
temperature, bulk fluid temperature, and local heat flux to the 
fluid (q/A)F. For the same run, Fig. 8 gives the corresponding 
axial variations of Reynolds number, Nusselt number, and 
Grashof number. The Reynolds number varies along the 
length of the duct due to the axial variation in viscosity caused 
by the heating of the working fluid. The axial variation in 

Grashof number is due, in part, to changes in fluid properties 
with heating. In addition, Gr is directly proportional to the 
local heat flux to the fluid (q/A)F and as illustrated in Fig. 7, 
this varied over the length of the duct in the experiments. 

Similar experiments were carried out over a range of inlet 
flow conditions, wall heat fluxes, and speeds of rotation to 
achieve experimental values of Nusselt number for Grashof 
numbers from 105 to 107 and Reynolds numbers from 1500 to 
2370. The conditions for the pressure drop experiments 
covered the range of Re from 1500 to 1900 and Gr to 105. 

In the inlet region, the Nusselt number and dimensioniess 
pressure drop are influenced by flow development and rota­
tional effects. The theoretical results taken from [1] are based 
on a wall heat flux which is constant in both the circumferen­
tial and axial directions. In the experiments, the wall heat flux 
varied circumferentially in some unknown way due to wall 
conduction. No attempt was made to account for this in the 
data analysis. Instead average circumferential values of heat 
flux were used for computing Nusselt number. More impor­
tantly, the heat flux also varied along the length of the test sec­
tion due to heat losses to the surroundings and axial conduc­
tion. This is accounted for in the data analysis procedure 
described in equations (l)-(6). 

To make it possible to compare constant heat flux 
theoretical solutions to experimental data with axially varying 
heat flux, local comparisons were made between the 
theoretical and experimental values, where conditions of com­
parable Gr and Z* were used. The results of this comparison 
are shown in Figs. 9 through 13 as plots of dimensioniess 
pressure drop and Nusselt number versus Gr for values of con­
stant Z*. The points are from the measurements and the solid 
lines are from the numerical finite difference analysis [1]. The 
flow is in the entrance region for most of the values of Z* 

Journal of Heat Transfer MAY 1986, Vol. 108/355 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



shown here, approaching fully developed flow for Z* in excess 
of 0.08. 

Heat transfer data obtained in the range of Grashof 
numbers from 105 to 107 are in good agreement with the 
theoretical solutions. These show increases in Nusselt number 
of the order of 100 percent as the Grashof number extends to 
107 (Figs. 9 and 10). The theoretical solutions of [1] show that 
values of Grashof number in excess of 103 are needed to in­
fluence the Nusselt number. However it was not possible to 
verify this experimentally because the experimental Grashof 
numbers were too high. 

The results for pressure drop are summarized in Figs. 
11-13. Two different theoretical solutions (the solid lines) are 
given in each graph, representing the limiting cases of very low 
wall heat flux and a relatively high heat flux of 900 W/M2 . Us­
ing this comparison technique, the results show good agree­
ment between the measurements and theory. Rotation in­
creases pressure drop in both the inlet and fully developed 
regions. The local Grashof number must be increased to a 
value in excess of 103 to have an influence on pressure drop. 
To achieve the same percentage increase in / , larger local 
values of Gr are required in the inlet region than are needed 
further downstream. 

The experimental/*Re values depend on measured values 
for pressure gradient, flow rate, temperature, pressure, and 
the duct dimensions. For the range of flow rates and test con­
ditions shown here, an error propagation analysis indicated a 
relative uncertainty in / -Re of 5 percent. In the case of the 
heat transfer measurements, the fraction of the power 
dissipated in the heaters which was transferred to the working 
fluid varied from 70 percent at the duct inlet to 10 percent at 
Z* =0.05. The corresponding uncertainties in Nusselt number 
were estimated to vary from 4 percent near the duct inlet to 11 
percent at Z*=0.04. The estimated uncertainties indicated 
above are of the same order as the scatter in the measured 
values of Nu and/*Re. 

Summary and Conclusions 

Data are presented on the effects of rotation on heat 
transfer and pressure drop in a laminar flow of air in a heated 
rectangular duct with a 2 to 1 aspect ratio. The data for 
Nusselt number extend from Reynolds numbers of 1500 to 
2370 and to Grashof numbers in excess of 106. The results on 
pressure drop extend from Re of 1500 to 1900 and Gr to 105. 
The pressure drop data are from both the inlet and fully 
developed regions. The results for Nusselt number cover only 
the inlet region. Both types of data are in good agreement with 
numerical finite difference solutions of Neti et al. [1]. 

Rotation increases both heat transfer and pressure drop but 
has an effect only for values of Gr in excess of 103. Increases 
in dimensionless pressure drop of 30 to 35 percent occur in the 
range from Gr of zero to 106. Heat transfer is much more sen­
sitive to rotation than pressure drop. At a Grashof number of 
106, the Nusselt number is approximately twice the value of 
that in a stationary duct. 

There has been speculation in the literature concerning the 
effects of rotation on transition to turbulent flow. Johnson 
and Morris [9] performed isothermal experiments in a rotating 
circular tube and obtained pressure drop data which seem to 
show a continuous transition from laminar to turbulent flow. 
Similarly, Kadambi [14] presented results on pressure drop in 
a stationary curved rectangular duct which show transition 
beginning at Reynolds numbers below 1000 and extending 
smoothly and continuously to Re—10,000. Recent results by 
Garimella et al. [15] for stationary curved annular ducts also 
show the same trend. 

Such effects were not found in the experiments carried out 
here. The data shown in Figs. 9-13 cover a range of Reynolds 
numbers from 1500 to 2370 and appear to be in agreement 
with the laminar theory over the entire range. 
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Local Heat Transfer From a 
Rotating Disk in an Impinging 
Round Jet 
The results of an experimental investigation of local convective heat transfer from 
the surface of a rotating disk in an impinging free round air jet, issuing from a long 
tube, are reported. Using a transient heat transfer method applied to the ring-
shaped h-calorimeter (as a single lumped capacitance element) measurements of 
convective heat transfer rates were made for five impingement radius (fixed) to 
tube diameter ratios for a range of rotational and jet Reynolds numbers. In the pure 
impingement-dominated regime, where the rotation of the disk does not show an 
effect on heat transfer, the velocity ratio is ur/Uj <(l-2 x 10~4 Re213) (1 — 0.18 
VrTd), where ur = tangential velocity of the disk at the jet impingement radius v, 
Uj = average exit velocity of jet, and d =jet tube diameter. In this regime, the local 
heat transfer on the rotating disk can be strongly enhanced by jet impingement. For 
ur/Uj ;>5, the effect of the jet impingement on heat transfer can be neglected. The 
discussion of the heat transfer results has been supported by smoke flow 
visualization. 

Introduction 

Jet impingement is very attractive as a means of in­
tensifying convective processes and the heat or mass transfer 
distribution over a heated, cooled, or drying surface. Im­
pinging jets can be applied to moving surfaces. They can 
produce very high local heat or mass transfer rates with 
minimal consumption of fluid. 

The rotating disk induces on its surface an axisymmetric 
wall jet (pumped flow) which interacts with the impinging jet 
to produce a cross-flow effect, deforming the jet trajectories 
and consequently deforming the distribution of impingement 
heat transfer rates. This cross-flow effect is different from 
those described in, e.g., [1], where the cross flow velocity 
distribution beyond a stationary impinged plate was uniform, 
having only a thin boundary layer. On the surface of the 
rotating disk, the cross flow has a form of the three-
dimensional axisymmetric wall jet [2, 3] having a strong 
circumferential component as well as radial and normal 
components of the velocity. The thickness of the wall jet can 
be expressed by formulas [2, 3] 

in laminar region 

cor 
> 

(Re ,= < 2 x 105): 5larn =3.7(e/o>) 

in turbulent region 

(Re, > 2.5 X 105): 5lurb =0.525r(v/cor2)0-2 

This means that the wall jet on the rotating disk is confined to 
a rather thin layer in comparison to the sizes of the most 
impingement jet geometries (see Fig. 1) which can be applied 
in practice (e.g., at the ratios of jet nozzle diameter to radius 
of gas turbine disk of roughly 0.02-0.04 and nozzle-to-disk 
spacing of 4-8). 

In addition it is necessary to realize that a stationary jet 
impinging on the rotating disk at some radius produces, on its 
movable surface, periodic pulsations of the instantaneous 
heat transfer rates. For thick turbine disks, however, such 
variations do not have major practical significance and it is 

more interesting to study the mean heat transfer rates 
averaged over a circumference at given radius. 

The heat or mass transfer data base related to jet im­
pingement on stationary surfaces has quite a large literature, 
for instance reviewed by Martin [4], Udaev et al. [5], and 
recently by Dyban and Mazur [6], Concerning moving sur­
faces, only a rotating disk in an impinging round jet has 
gained sufficient attention [7-13] because of its application in 
gas turbine cooling systems. The jet impingement of coolant is 
usually realized as a single or multiple jet directed normal to 
the surface of the rotating disk. 

The early papers of Kuznetzov [7, 8] and Devyatov [9] 
present the effect of multiple jet impingement on convective 
heat transfer for a nonisothermal rotating disk which was 
shrouded with an insulated wall. The single round jets were 
distributed along one circle in the vicinity of a hub or at the 
disk rim. In all these experiments the heat transfer was 
strongly affected by jet impingement (for velocity ratios 
ur/Uj =0.002-1 in [7, 8] and ur/Uj =0.3-1.65 in [9]). 

The study done by Metzger and Grochowsky [11] concerns 
measurements of the average convective heat transfer 
characteristics on the jet-side disk face. The transient heat 
transfer method was applied to the overall disk, correcting for 
effects of back-side convection and conduction losses through 
the disk shaft. The measurements were conducted with three 
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Fig. 2 Schematic diagram of apparatus 

jet sizes and three disk diameters, while changing the jet flow 
rate, the radial impingement location, and the rotational disk 
speed. The uncertainty in the average Nusselt numbers was 
estimated to be ±12 percent. The heat transfer results were 
supported by smoke flow visualization showing points of flow 
regime transition which ought to be interpreted as the end of 
the rotation-dominated heat transfer zone. A graphic 
correlation of observed transition conditions was attained by 
utilizing the calculated values of rotationally induced wall jet 
(pumping) flow Qp passing the impingement radius. This 
correlation, shown in terms of the ratio Qj/Qp versus Re r, 
appears to be in the form of a rather wide band of points; for 
example, for the ratio Qj/Qp.\am =0.4 the transition can occur 
in the range of Rer from 104 to 10s. All heat transfer 
measurements were done at laminar rotational Reynolds 
numbers. The subsequent paper of Metzger et al. [12] deals 
with the heat transfer behavior in the vicinity of the rotating 
disk rim convectively cooled by two round impinging jets. The 
authors notice that the disk face contour has little effect on 
heat transfer, either with or without impingement. The heat 
transfer rates are found to be relatively unaffected by im­
pingement for single jet flowrates less than the order of 1/10 
the disk turbulent pumping flow capability. 

The measurements of local heat transfer were done by 
Bogdan [13] using the transient technique described in [14]. 
He found that the augmentation of the cooling process of the 
rotating disk with the impinging jet is due to two effects: free 
jet introduction of new amount of air of lower temperature 
into the disk-induced wall jet; and free jet promotion of 
turbulence in the disk induced laminar wall jet. His proposed 
correlation equations for the local Nusselt number in laminar 
and turbulent regions, however, do not show the effect of a 
ratio of the radius of impingement to the jet diameter which 
has been suggested in, e.g., [10] and the presence of which 

seems to be obvious. Moreover, his results were obtained on 
the nonisothermal surface of the disk; therefore, the un­
certainty of these results must be high, even though the 
recorded data were corrected. 

The main aim of this communication is to provide more 
detailed experimental results concerning local heat transfer on 
the isothermal surface of the rotating disk in an impinging 
round air jet. Some insight into the flow pattern was also 
achieved using smoke flow visualization. 

Apparatus 

A transient heat transfer method was used and the ex­
perimental procedure as well as test disk were identical to that 
described in [14]. A brief summary of the experimental 
procedure and apparatus will be repeated here. 

Figure 2 shows schematically the main parts of the ex­
perimental equipment employed in the investigation. The test 
disk was attached to the end of a horizontal shaft and driven 
by a direct-current electric motor through a belt transmission. 
Continuous control of the disk speed was provided by the fine 
resistor in the thyristor motor power supply. The disk speed 
was monitored with a photoelectric transducer and digital 
speedometer. On the disk body, 480 mm in diameter, a ring-
shaped h-calorimeter of 185.2 mm average radius and 20 mm 
width was mounted, with a 5 mm gap between them. The gap 
was filled with glass wool. The face surface of the disk and 
ring created a flat uniform surface having only a 0.4 mm gap, 
filled with dentist's cement. Both the disk and h-calorimeter 
were made of aluminum and their face surfaces were polished 
to reduce heat radiation. 

A set of infrared lamps and a removable electric fan-heater 
were used to heat the disk to about 120°C. Copper-constantan 
thermocouples, 0.2 mm in diameter, were applied to measure 
the temperatures of the disk and the h-calorimeter. Impulses 
from the rotating thermocouple junctions were transmitted to 
a multichannel recorder via slip rings and a special com­
pensation box. 

The air jet issued from a tube having a minimum 20 d 
length. Five jet tubes, 9.65, 20.0, 36.8, 68.6, and 105.6 mm 
i.d., were used. The air jet mean velocity was measured at the 
bell-shaped tube inlet by means of a Pitot pipe, 1.3 mm o.d. 
The tube inlet was situated in a settling chamber to which air 
was supplied with a radial blower. The temperatures of the 
ambient and jet air during each run were equal and kept 
constant. 

The disk body and the h-calorimeter were heated to ap­
proximately 100°C. Then the h-calorimeter was heated or 
cooled by a few degrees from the disk body temperature. 
Afterward the disk face was cooled down under the required 
flow conditions, i.e., rotating speed and jet parameters. Based 
on the recorded changes of the disk body and h-calorimeter 
temperatures, the measurement period was determined in 

N o m e n c l a t u r e 

A = h-calorimeter face area 
c = specific heat 
d = jet tube diameter 
G = mass of h-calorimeter 
h = local heat transfer coef­

ficient 
H = jet tube-to-disk spacing 
k = fluid thermal conductivity 

Nur = local Nusselt number = 
hr/k 

Qj = jet volumetric flow rate = 
0.25 ird2Uj 

Qp = rotationally induced 

R 

Re, 

Rer 

Tn = 

laminar wall jet flow 
(pumping flow) as given in 
[2] = 0 . 8 8 6 7 ^ ^ , * 
impingement radial 
position 
mean radius of the 
h-calorimeter 
jet Reynolds number 
= Ujd/v 
rotational Reynolds 
number = oir2/i> 
jet and ambient air tem­
perature 

TUT2 = 

ur 

AT 

v 
« 

temperatures of the 
h -ca lor imete r at the 
beginning and end of a 
measurement period 
average exit velocity of the 
jet 
tangential velocity of the 
disk at the jet impingement 
radius = cor 
distance from jet tube 
centerline 
measurement period 
fluid kinematic viscosity 
angular velocity 
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Fig, 3 Smoke visualization of a round jet impinging normally onto a
rotating disk at Hid =5 and Rid =19,2
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which the intersection of the mean temperatures of the disk
body and h-calorimeter was contained. Equalization of those
two temperatures caused the expected disappearance of heat
losses and formed the model of the rotating isothermal disk
surface, The heat-transfer coefficient could then be calculated
from the formula

h = Gc In(TI - To) -In(T2 - To) (1)

A 1::.7

where G, A, c = mass, face surface, and specific heat of the
h-calorimeter; T 1 , T2 = temperatures of the h-calorimeter at
the beginning and at the end of the measurement period I::.T.

During the measurement period the temperature of the h­
calorimeter usually was reduced approximately from 80 to
70·C at an ambient air temperature of about To =23°C,
which assured high accuracy of the heat transfer
measurements [14].

Experimental Results

Flow Visualization. Flow visualization was performed by
seeding the air jet with smoke produced by a cigarette smoke
generator. The diameter of the jet tube was d=9.65 mm and
the tube outlet to disk surface distance was Hld=5. Pictures
were taken in the dark while the flow pattern was illuminated

Journal of Heat Transfer

by a flat beam of intense light from a slide projector, of
approximately 2 mm width. In this way, pictures of flow cross
section could be obtained, providing some insight into the
normally impinging round single jet flow interaction with the
rotating wall jet produced by the rotating disk.

Figure 3 presents the pictures of two flow cross sections for
various velocity ratios urluj and two jet Reynolds numbers.
The pictures situated on the left show flow patterns in the
plane of the jet axis and the disk rotation axis, and those on
the right, in the plane of jet axis and normal to the former. At
velocity ratios of urluj =0 and 0.27, all pictures are almost
the same. Only a slight asymmetry in the radial wall jet at
ur/Uj =0.27 can be discerned. At ur/Uj = 1.26, one can ob­
serve a strong influence of the rotationally induced wall jet on
the round impinging jet, which is intensified at the higher
values of urluj' In particular, for urluj =2.6 and 2.9 the
pictures show the typical flow pattern before the impinging jet
is separated from the surface of the rotating disk. The
doubling of both Reynolds numbers at almost the same
velocity ratios ur/Uj =2.6-2.9 does not change a basic flow
pattern. At urluj = 6.4, the smoke of the jet in an im­
pingement region is already separated from the disk surface
by a thin layer of clean air from the rotationally induced wall
jet. This separation was observed by Metzger and
Grochowsky [11] as the transition to the rotationally
dominated regime.
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the rotation axis rid of the test disk was varied (assuming the
geometric similarity) by using jet tubes having different
diameters d:

The investigation was conducted for two cases. In the first,
the axis of the jet tube was coincident with the axis of the test
disk (x = R), i.e., the jet hit the middle of the disk. In the
second, the axis of the jet tube was located at the radius of the
ring-shaped heat flux sensor (x= 0).

Jet Striking the Middle of the Disk (x =R). An example of
the results of heat transfer measurements done with the jet
tube having inside diameter 105.6 mm is shown in Fig. 5. The
black points on the left side of the diagram were obtained with
a nonrotating disk. It is noted that the rotation of the disk
does not influence the heat transfer of the disk for jet velocity
ratios

UrlUj $1 - 2 x 10 -4(ReY/3 (2)

Furthermore, approximately beyond the velocity ratio
urlu;:;z; 5, the effect of the jet impingement can be neglected.
It is clear that for ratios of urluj below values given by
equation (2) one can use the local heat transfer results ob­
tained for fixed flat surfaces in impinging round jets. The
comparison of our heat transfer rates presented in Fig. 5, for
instance, with the results of local heat transfer measurements
obtained by Schlunder and Gnielinski [15], for a Schmidt
number Sc = 0.59, using a heat and mass transfer analogy,
shows that their results are only 4-11 percent lower.

Jet Striking the Rotating Disk at the Radius R (x =0). The
results of five series of measurements are shown in Fig. 6. The
local heat transfer distribution is similar to the previous casco
However, the local Nusselt numbers for dimensionless disk
radii of rid = 1.76 and 2.70 are about 10 percent higher when
the jet hits the middle of the disk. The rotation of the disk
does not show an effect on heat transfer for velocity ratios

(3)

9.65

19.2 ---9.26

20.0

5.03

36.S

2.70

6S.6

1.76

105.6

rid

d,mm

UrIUj$(l 2 X 1O- 4 ReJ!3)(l O.IS..JrTd)

or for rotational Reynolds numbers

The general view of the smoke jet impinging on a rotating
black painted disk is shown in Fig. 4. It is seen that the im­
pingement jet smoke is washed away by the clean air rejected
by the rotating disk (rotationally induced wall jet). -As the
rotational speed of the disk is increased the area of the disk
under the smoke "cover" is decreased.

Local heat transfer measurements have been completed
within the range of jet Reynolds numbers from 104 to 7 X

105 • Since the radius of the ring-shaped heat flux sensor was
constant, r=R = IS5.2 mm, the dimensionless distance from

u,lu =6.!.

Re. =6. 5 -lOs. Rei =O. S!. ·10·

u,/u =2.9

Fig. 4 General view of smoke jet impinging onto a rotating disk (at
Hid = 5 and Rid = 19.2)

9.6

13.8

-4
Re . 10 = 17.8

Hid =5
Rid = 1.76

Rer
Fig. 5 Local heat transfer on the rotating disk when the jet hits the
middle of the disk
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Eq. I t ) (b) 

Re; • 10'' =18.8 | 

1H / —— 
9.8. / , v - — - " - " 

4.7,, . —a^-— --

" 3.3 , / „ _ " - ^ _ 

. --'' 

/ j 

! 

H/d = 5 
R/d = 2.70 

/ d = 6S.6 

1 R 

10' 
Rer 

Re, <; Re,- —(1-2 x 10-4Ref3)(l-0.18VA7^) 

On the other hand approximately beyond the ratio ur/uj a 5, 
the effect of the jet impingement can be neglected. 

Therefore, from our and Metzger and Grochowsky's [11] 
results one can distinguish three regimes, as follows: 

• jet impingement-dominated regime 
8 mixed regime 
8 rotationally dominated regime. 

Equation (3) determines the region of the first regime. For 
the flow visualization conditions (see Fig. 3) this equation 
gives w,/«,-=0.2. It means that the pictures taken at 
«,/«,-=0.27 approximately refer to the first transition 

Fig. 6 Local heat transfer on the rotating disk when the jet hits the 
disk at the radius R = 185.2 mm 

(between the jet impingement-dominated regime and the 
mixed regime). The pictures for w,/w,- = 1.26, 2.6, and 2.9 are 
in the mixing region. The last two pictures in Fig. 3, for 
ur/uj =6.4, show a typical rotationally dominated flow 
pattern. 

The convective processes on the rotating disk were strongly 
enhanced by the impinging jet in the range of velocity ratios 
determined by equation (3). The effect of the jet Reynolds 
number in the jet impingement-dominated region is illustrated 
in Fig. 7. For the dimensionless radii r/d from 2.5 to 19.2, this 
effect can be expressed by the factor of Re°68 and for the 
radius r/d =1.76 the same factor has been assumed. The 
effect of the dimensionless radius has been depicted in Fig. 8. 
As the radius increases, the local heat transfer coefficient 
decreases but the Nusselt number based on the radius r in­
creases with the factor of (r/d)022 for r/d>2.1 and of 
(r/d)056 for rld-&2.1. The effect of the dimensionless distance 
between the outlet of the jet tube and the rotating disk, shown 
in Fig. 9, appears to be very weak. In previous papers this 
effect has not been even noticed. 

The behavior of the local heat transfer at r = 9.26 d in the 
impingement-dominated regime is depicted in Fig. 10 for 
different radial positions of the jet tube. The effect of in­
clination angles of the jet tube from the normal direction 
(a = j6 = 90 deg), shown in Fig. 11, indicates that only at the 
angle /3= 120 deg is observed approximately a 10 percent 
excess of heat transfer beyond the heat transfer measured at 
the angle a = /3 = 90 deg. 

In a view of the practical application of the impinging 
round jet in cooling or heating systems of rotating disks, a 
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Fig. 10 The local heat transfer at fi = 9.26 d for different radial 
positions of the jet tube (for jet Impingement-dominated region) 

correlating equation has been formulated for the local Nusselt 
numbers 

Nur = 0A90Ref6S(r/d)°-22(H/d)~M6 (4) 

for 0.5 <H/d<20 and2.7 <r/d<20, and 

Nur=0.125Re^-68(/-/c?)0-56 (5) 
for \<H/d<W and 1.5<r/d^2J, which are applicable for 
ur/uj<(\-2 x 10-4Ref3)(l-0.18Vr/rf). The correctness 
of above equations can be examined in Fig. 6. From our local 
heat transfer data it was possible to determine the pure im­
pingement-dominated region, which has been indicated by 
equation (3). The transition zone from the pure impingement 
to the pure rotation-dominated regime, as can be observed in 
Fig. 6, is smooth and rather wide and can be considered as a 
region of a mixed regime. 

Actually, the correlated data represent the average heat 
transfer coefficients according to the formula h = 1/2irR Jorf 

h ds, where s is the distance along the circle of the rotation 
radius R and h is a function of a radial distance from the 
stagnation point of the impinging jet. The average heat or 
mass transfer data presented in literature are averaged over 
the surface and can not be compared with our results because 
of a different averaging procedure. However, it is interesting 
to note that the effect of the jet Reynolds number in our 
correlation equations is of the order of that proposed by 
Schlunder and Gnielinski [15] and is exactly the same as given 
by Vallis et al. [16]. 

Metzger and Grochowksy [11] have found, with flow 
visualization tests, a correlation of all observed transition 
conditions by utilizing the values of the rotationally induced 
laminar or turbulent wall jet flow rate Qp passing the im­
pingement radius as given in [2, 3], Their data were correlated 
equally well with the calculated pumping flows for laminar or 
turbulent wall jets. This correlation is shown in Fig. 12 in 
terms of the ratio Qj/Qp versus Rer, where Qp was calculated 
for the laminar wall jet flow. The tests were conducted by 
maintaining the jet flow rate and rotational speed constant 
while slowly increasing the radial impingement location until 
transition was observed. From the average data presented in 
[11] one can conclude that these transition conditions 
determine only the pure rotation-dominated region where 
changes in impingement jet flow rate do not affect the heat 
transfer. 

It should be noted that all results of the transition con­
ditions shown in Fig. 12 were obtained at practically constant 
fluid kinematic viscosity v, i.e., for air at laboratory en-

0° 90° 180° 

— o t . p — -

Fig. 11 Effect of jet inclination on heat transfer (for jet impingement-
dominated region) 

vironment temperatures. We have to realize that for variable 
viscosity (y = const), for instance, the value of Rer can be 
increased by a reduction of the viscosity v. Then, for r = const 
and co = const the decrease of Rer involves a decrease of Qp 
(referred to the total circle of radius f) and, at constant ratio 
of Qj/Qr, consequently an identical decrease of Qj. But the 
decrease of the flow rate Qj and momentum of the impinging 
round jet is much stronger than the decrease of local flow rate 
and momentum of the rotationally induced disk pumping wall 
jet because in this case the impinging jet attacks the wall jet 
only on the fraction of the circle of radius r. 

Therefore, for v^const, r = const, and a-const the in­
crease of Rer beyond the value of Rer.tnmSition(Q.//Sp) should 
not show the mixed regime conditions as we can see in Fig. 12. 
Then the correlation of the transition conditions from the 
pure rotation-dominated to mixed regime, proposed by 
Metzger and Grochowsky [11] and shown in Fig. 12, seems to 
be valid only for the constant kinematic viscosity for air at 
laboratory environment temperature and needs further 
elucidation. 

For comparison, our data concerning the transition con­
dition (determined by equation (3)) which were obtained at 
laminar rotational Reynolds numbers, i.e., below 
Rer-crit. = 1.9 x 105 [14], are also presented in Fig. 12. The 
differences between the results are obvious since they concern 
two different kinds of transitions and between them the 
region of the mixed regime is located. 

Concluding Remarks 

The measured distributions of the local heat transfer 
coefficient versus the rotational Reynolds number enable the 
identification of flow conditions at which impinging jets 
provide effective intensification of convective processes on 
rotating disks. Three regimes of the impinging round jet and 
rotationally induced disk pumping flow interaction have been 
distinguished: pure impingement-dominated regime; mixed 
regime; and rotation-dominated regime. In the first regime 
the flow visualization pictures of the impinging round jet on 
the rotating disk do not shown any significant difference 
between the flow patterns of the impinging jet on the rotating 
disk and on a fixed flat plate. In this regime one can determine 
the heat transfer rates using heat transfer data obtained for a 
fixed flat surface in an impinging jet. This fact has been 
proven experimentally for the case where the round air hits 
the middle of the rotating and almost motionless disk. 

In the mixed regime, the impinging jet fluid (smoke) 
reaches a small area of the rotating disk surface and only a 
small part of the disk is covered by jet smoke. 

The rotation-dominated regime appears at velocity ratios of 
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0.01 

Fig. 12 Regions of dominant regimes (for air] 

approximately ur/uj > 5. Then the jet fluid does not reach the 
rotating disk surface under the jet because the impinging jet 
starts being underscored by the air rejected by the rotating 
disk. In this regime, the effect of the jet impingement on the 
local heat transfer at the impingement location radius is 
relatively small. 

The present data show that when a laminar wall jet is 
induced by the rotating unshrouded disk (i.e., at R e r £ 2 x 
105), the convective heat transfer on a rotating disk can be 
considerably enhanced with a round impinging jet having a jet 
Reynolds number Re,- > 104. When the radial wall jet induced 
by the rotating unshrouded disk is turbulent (i.e., at Rer >2.5 
x 105 [14]), it is necessary to use much higher jet Reynolds 
numbers in order to increase the local heat transfer, e.g., 
starting with Re,- > 105 at the lowest turbulent rotational 
Reynolds number. 

The free and impinging jet flow structure and the 
distributions of the local heat transfer coefficients on the 
impinged surface depend strongly on the shape of the jet 
nozzle and the initial turbulence of the jet. In principle, the 
present results are applicable to jets leaving long tubes, 
producing specific jets [17]. But due to rotation, averaging of 
the heat transfer takes place on the circumference at any given 
radius of the disk; therefore, for another jet nozzle, one can 
expect only a slight departure of the heat transfer from 
present results. 
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Exact Transient Solutions of 
Parallel-Current Transfer 
Processes 
Exact transient solutions of parallel-current transfer processes are obtained by the 
use of the Laplace transformation. Solutions are valid for a finite or an infinite 
transfer zone. The solutions are verified with steady-state solutions. Exact transient 
solutions of this study are applicable to liquid-to-liquid and liquid-to-gas heat ex­
changers in which the thermal capacitance of the core is negligible (zero) compared 
to the thermal capacitance of the stepped liquid contained in the exchanger. 

1 Introduction 

The purpose of this paper is to present exact solutions for 
transient parallel-current processes, i.e., for either 
temperature or mass transfer calculations. In industrial ap­
plications, parallel-current transfer processes usually occur 
only in specialized situations as dictated by mechanical or 
other reasons; but in fundamental transfer study, the parallel-
current transfer process is always discussed along with the 
countercurrent transfer process [1]. The mathematical analysis 
of steady-state conditions is relatively simple and well known 
in all cases. A simple general analytic solution for transient 
countercurrent transfer processes is not readily obtainable, 
partly due to the presence of split boundary conditions. The 
most general analytic solution for the transient transfer pro­
cess was obtained by Jaswon and Smith [2] and is in a com­
plicated series form. The evaluation of their solution for even 
relatively simple boundary conditions is difficult and time 
consuming, requiring lengthy computer calculations as 
discussed by Tan and Spinner [3], The simultaneous partial 
differential equations for nonsteady-state transfer processes 
have thus been evaluated numerically by many authors in a 
variety of ways. These include application of finite difference 
methods and the use of cell or lumped parameter models. 
Recently, Tan and Spinner [3] applied the method of 
characteristics proposed by Acrivos [4] to obtain the 
numerical solution. 

Romie [5] presented an exact solution for the transient 
parallel-flow heat exchanger. His solutions include the effect 
of the core thermal capacitance but are restricted to ex­
changers in which the two fluid velocities are equal or, alter­
natively, to exchangers in which both fluids are gases. Exact 
solutions of unsteady parallel-current transfer processes of 
this study are valid for a liquid-to-liquid type parallel-flow 
heat exchanger in unsteady state or a liquid-to-gas type heat 
exchanger with a temperature change at the entrance of the 
liquid phase. In either case the thermal capacitance of the core 
is assumed to be negligible (zero) compared to the thermal 
capacitance of the stepped fluid (fluid 1) contained in the ex­
changer. If the specific heat of water and steel are considered, 
one can find the specific heat of water is about ten times the 
specific heat of steel. In the thin partition wall heater, the mass 
of water per unit length is comparable to the mass of steel per 
unit length. Hence, the thermal capacitance of the core may 
not be central to the transient response; in fact, the thermal 
capacitance of the core may be negligible for liquid-to-liquid 
heat exchangers. Hence, exact transient solutions of the 
parallel-current transfer processes can be applied to obtain the 
transient solutions of the parallel-flow heat exchanger. Also 
note that the velocities are, in general, not equal. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 19, 
1984. 

2 Fundamental Equations 

The mechanics underlying parallel-current transfer is il­
lustrated in Fig. 1. The horizontal arrows indicate two 
parallel-current streams 1 and 2, between which energy or 
mass is being transferred across the interface AB. If x 
measures the distance from the entrance of the exchanger, and 
t is the time after some initial disturbance, usually at x = 0, 
then in general 

r , = r ,(x, t), T2 = T2(x, t) 

where Tl and T2 refer to the temperature or the mass concen­
tration of a particular component in streams 1 and 2, 
respectively. 

The axial diffusion of heat, the internal generation of heat, 
the axial diffusion of mass and chemical reaction, and the 
thermal capacitance of the core or partition wall are assumed 
to be negligible. The physical properties of the flowing streams 
are assumed to be constant. With these assumptions, the 
model equations for heat transfer can be stated as 

ar, dT, 
^ r + ^ ^ r ^ i ^ - r , ) dt dx 

dT2 dT2 

(i) 

(2) 

where £, = H/Mxc^ and b2 = H/M2c2. His the overall heat 
transfer coefficient which can be computed as 

1 _ 1 1 

H ~ + (3) A{h{ A2h2 

The analogous governing equations for mass transfer can be 
found in [2, 3]. 

A step temperature change in one fluid of a parallel-current 
transfer process can be stated as 

at ^ = 0, r , = T 2 = 0 (4) 

at x=0, Tx = TwU(t), T2^0 (5) 

In this study, the partial differential equations (1) and (2) are 
analyzed for the cases of vx ^ v2 and vt = v2 by the technique 
of Laplace transformations. 

' 1 0 . 

A-
T 2 0 . 

i ^ 
1 stream 1 

t rans fe r 
between streams 

T2 

Fig. 1 The model of the two stream parallel-current transfer process 
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3 Theoretical Analysis 

A For the Case of vt ^ v2. By applying Laplace transfor­
mation to equations (1) and (2), one can obtain 

dT, s + b. * i 

dx 

df2 

dx 
s + b2 

T, 

T, 

(6) 

(7) 
"2 u2 

where T\ and f2 are the Laplace transforms of T, and T2 • 
From equations (6) and (7), one can arrive at 

(Tl+o>T2)=-B(fl+af2) (8) 
dx 

where 

p= a 
y, v2 

s + b-, 

s + b. 

(9) 

(10) 
ui 

From equation (10), one can arrive at 

b2 (s+bi s + b2\ bx 

v2 \ y, v2 J vl 

The solutions for a in equation (11) are 

(11) 

Vy, y , / V v y, * y , / 

(_L__LW(JA._J_^_A 
Vy, y 2 / V^ i>! v y2 ' 

4 (12) 
y 2 / \ • y , • y 2 

By substituting equation (12) into equation (9), one can obtain 

B - S + b l f±-l-)s+Q^+^i) 
Vy, y , / V^ y, ' y , / 

V y, y , / \ ^ y '1 "2 ' " ' u\ 

The solution of equation (8) is 

/4 

fl+aT2 = Ce-»x 

i . e . , 

f , + a 1 f 2 = C,e-'3ix 

f 1 + a 2 f 2 = C2e-'32-

where C, C1 ; and C2 are integral constants. 
At x = 0, T-, = 0 and T, Tm/s, so that 

1 

From equations (15), (16) and (17), one can arrive at 

1 a.xe-^x-a2e-^\x 

'\x _„-&2x 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

From equation (12), one can arrive at 

a, 1 / 1 1 \ s | 1 / b, 

al-a2 2 Vy, v2) VA~ ' 2 V y. 

a2 1 / 1 1 \ s | 1 / b, 

al-a2 2 Vy, y2 / VA~ 2 V y, 

y2 / VzT 2 

(20) 

62 \ 1 1 

y2 / VA~ 2 
(21) 

where 

A = 
\v, y , / V^ y, v y , / 

(JL_±W(JJi__^A 
\ y , y 2 / V* «[ ^ y2 / 

From equations (18), (20), and (21), one can arrive at 

(22) 

( - - - ) ( • 

\ y, y2 / \ 

'e-fa? e~$ix 

) 

N o m e n c l a t u r e 

/4 = dummy, defined in equation 
(25) 

B = dummy, defined in equation 
(26) 

bx = defined as H/Mxcx, 1/s 
b2 = defined as H/M2c2, 1/s 
C = integral constant 

C, = integral constant 
C2 = integral constant 
cx = specific heat of fluid 1, 

J/(kg.K) 
c2 = specific heat of fluid 2, 

J/(kg-K) 
E = a function, defined in equa­

tion (41) 
i / = the overall coefficient of 

heat transfer, W/K 
h = heat transfer coefficient, 

W/(m2»K) 
L = the length of a heat ex­

changer, m 

Af, = mass of liquid contained in 
exchanger for fluid 1, kg 

M2 = mass of liquid contained in 
exchanger for fluid 2, kg 

m, = the mass flow rate for fluid 
1, kg/s 

m2 = the mass flow rate for fluid 
2, kg/s 

Nlu = number of transfer units, 
defined in equation (35) 

s = the variable of the Laplace 
transformation, 1/s 

7\ = the temperature change of 
fluid 1, K 

T2 = the temperature change of 
fluid 2, K 

r10 = the inlet step temperature 
change of fluid 1, K 

t = time, s 
'max = defined in equation (34), s 

?min = defined in equation (34), s 
U{t) = step function 

Vi = the velocity of fluid 1, m/s 
y2 = the velocity of fluid 2, m/s 
x = distance, m 
y = dimensionless transfer zone, 

defined in equation (42) 
a = defined in equation (10) 

«] = defined in equation (12) 
a2 = defined in equation (12) 
8 = defined in equation (9) 

/J, = defined in equation (13) 
(32 = defined in equation (13) 
A = defined in equation (22) 
6 = dimensionless time, defined 

in equation (36) 

Subscripts 

1 = for fluid 1 (the stepped fluid) 
2 = for fluid 2 
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1 / bi b2\/ 
2 V v, y, / V 

e-li2x e -S , j : v 1 

sVA~ ,SVA~/ -H' 
- /3 2x 

e - P l (3,A-N 

6,e "i \b-, 

From equations (19) and (12), one can obtain 

t2 _ b2 /e~eix e~0v 

Tl0 v2 \ W A " SVA ' 

Define 

b, -b-. 

y, - y , 

(23) 

(24) 

(25) 

b, + b. 
U(t 

and 
* l + * 2 

M l - e 

7"io bt+b2 

4 Calculations of Numerical Results 

- ) 
y , / 

K'~) 

(32) 

(33) 

The exact analytical solutions for parallel-current transfer 
and processes shown in equations (27) and (28) can be used to com-

b2v,-b v2
 p u t e t r a n s i e n t temperature distributions at the exit of transfer 

B = (26) equipment or transfer zones and also to compute transient 
y ' ~ V l temperature distributions inside transfer equipment or 

From the techniques of Laplace transformation and Laplace transfer zones. 
transform tables as shown in [6, 7], one can obtain the inverse The solutions (27) and (28) are verified by steady-state 
Laplace transformation of equations (23) and (24) and the solutions, 
transient temperature distributions for the parallel-current 
transfer processes as 

T, 1 '.['^^('~)"(i-') "]K'~)-"('-)] 
^lblb2vlv2 

^lblb2vxv2 
1/2 

-f-1'•-"• b™^-f) (i-0 ] K-f-) -«K)]* 
r v ^ 2 ^ / _ M - / A _ T y - i 

2 v y, y, 

2 V y, / 2 

and 

T2 ^ M 
r10 u, - u2 

1 1 

x 1 
e "i + U 

2 

_ _ & 2 _ 

(27) 

'"2
 e -"* ' S W ' ^ K ) (i-0 \H'~)-<-~) dr (28) 

fi For the Case of v, = v2. From equation (11), one can 
obtain 

b2a
2-(b{ -b2)a-bi=0 

To solve equation (29), one can obtain 

(29) 

(30) 

Substituting equation (30) into equation (9), one can obtain 

s . „ s + b\+b2 
Pi and 

v. v, 
(31) 

From equations (30), (31), (18), and (19), one can obtain the 
transient temperature distributions in the parallel-flow heat 
transfer process with equal velocity as 

A Transient Exit Temperatures. Define 

< - ' - ) 
V v, y, / 

and /_ 
' ( - • - ) 

V y, y, / and 

Ff hi 

(34) 

(35) 

i.e., tmm and /min are the maximum and minimum of x/vx and 
x/v2. NluA and Nlu2 are the number of transfer units for 
streams 1 and 2, respectively. 

One can transform equations (27) and (28) with the variable 
/— / . 

(36) 

for computing transient temperature distributions at the exit 
of transfer equipment or transfer zones. 

With the new variable 8, exit transient temperature distribu­
tions can be stated as 

1 
= (sign)— e~N<u,eI0[2jN^J^2e

,/2(l-ey/2}[U(6) - U(6-l)] 

1 f« 
- 2 - W H . 2 - ^ „ . i ) ) 0 

e-Nn,M0[2jN^J^i2d"\\ 2]d6 + - ^ ^ • • 7 M o e ~ ~4. 0-1/2(1-0") "2 
-dd + E(d) 

(37) 
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and 

"2) 

B Transient Temperature Distributions in Equipment or 
j , „e _ Transfer Zones. The transient temperature distributions in 

_ L = ; V e-N"i,eI0[2 ^WH~^Nl^2d
m{\ - 6)l/2]d§ (38) transfer zones at time t can be computed with a new variable 

:r10 " ' J o ' as 
where 

(sign) 

N,„ 

and 

E(8) = \ 

\l-e)Nlu,1+6Ntua 

dNluA+{l-e)N, tu,2 

-i- e-N<«J U(6) + — e~Nt«,2U{6- 1) 

— e-Ntu,\U(9-\) + e-Ntu,2U(8) 

for Vi > v2 

for u, < v2 

for v{ > v2 

for v, < v2 

for vx > v2 

for v, < v7 

(39) 

(40) 

(41) 

The numerical results of equations (37) and (38) were com­
puted with three examples where NtUil = 1.5 and NtUi2 = 1.0 
and/Vml = 3.5and7V/Ui2 = 3.0; the results are shown as Case 
a of Figs. 2 to 5. 

y= 

x~v2t 
(V!-V2)t 

X—Vyt 

(v2-v{)t 

for vx > v2 

for v{ < v2 

(42) 
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One can transform equations (27) and (28) with the variable y 
defined in equation (42) into two dimensionless equations 
which are similar to equations (37) and (38). The numerical 
results are shown as Case b of Figs. 2 to 5. 

C The Validity of Solutions (27) and (28). The validity of 
equations (27) and (28) can be seen by comparing solutions of 
equations (37) and (38) at 6 = 1 with steady-state solutions 
shown as 

e-(N, ,+N, 2) 
(43) 

10 T,, 

Nlu,2+NtUtlt 
N,u,i +N,Ut2 

N, tu,2 

Nlu,i+Nhlt2 
•[!• -<-Ntu,l + Ntu,2>] 

The solutions of equations (37) and (38) at 8 = 
equal to the steady-state solution, because at t 
transfer processes have attained a steady state. 

The numerical results from this comparison are 

(44) 

1 should be 
~ 'max* ^ne 

Equations (37) and (38) 
at 0=1 

Steady-state 
solutions 

v, >v-> Vi<V2 

r,/r10 
T2/Tw 

0.44924 
0.36714 

0.44926 
0.36719 

0.44925 
0.36717 

1. forNtu,i = 1.5andA/,„i2 

The integrals in equations (37) and (38) were computed with 
Simpson's 3/8 rule. 

D Solutions With vl = v2. If the step functions are 
removed from equations (32) and (33), these two equations 
will be the same as steady-state solutions. The step functions 
in equations (32) and (33) are transient phenomena. The 
change from the initial steady state to the final steady state is 
accompanied by the presence of flow fronts. The temperature 
distribution at a flow front is discontinuous. This is because of 
the assumption that there was no axial diffusion of heat or 
mass. In fact, diffusion always occurs with transfer processes, 
so the temperature distribution at a flow front should resem­
ble a complementary error function. For vl = v2 this analysis 
is in agreement with the results of [5] when the core thermal 
capacitance is equal to zero. 

5 Discussion 

The exact solutions of parallel-current transient transfer 
processes are obtained in this study with the techniques of 

Laplace transforms. The validity of exact solutions is verified 
by comparison to steady-state solutions. Nlllti and Nlu2, the 
number of transfer units for streams 1 and 2, are used as 
parameters for this study. It should be noted that the velocities 
are important in the transfer process in a transient situation as 
shown in Figs. 2-7. When vx is larger than v2 and there is a 
step temperature change at the entrance of stream 1, the heat 
flux is always from stream 1 to stream 2 in the transient 
transfer zone as shown on Figs. 2, 4, and 6. When u, is smaller 
than v2 and there is a step temperature change at the entrance 
of stream 1, energy is transferred from stream 1 to stream 2 at 
the beginning of the transient transfer zone and is carried 
downstream by stream 2. A part of this energy is then trans­
ferred back from stream 2 to stream 1 along the transient 
transfer zone as shown on Figs. 3 ,5 , and 7. This is also seen 
from the fact that the temperature T2 on Figs. 3 ,5 , and 7 is 
always larger than the temperature T2 on Figs. 2, 4, and 6 and 
the temperature Tx on Figs. 3 ,5 , and 7. One can see that the 
temperatures Tx and T2 shown in Figs. 4 and 5 are closer to a 
constant asymptotic temperature at the exit of the transient 
transfer zone than the temperatures shown in Figs. 2 and 3. 
One can show from equations (43) and (44) that when Nlul 

and NIUj2 are large, the steady-state solutions of Ti/Tm and 
T2/T20 will approach an asymptotic value. 

Figures 6 and 7 show the transient exit temperature distribu­
tion in a heat exchanger with length L = 4 m, Ntt4 1.5, and 
Ntu,2 = 1 -0. Figure 6 shows the temperatures for the case of v{ 

> v2 (i.e., Vi = 4 m/s and v2 = 2 m/s). Figure 7 shows the 
temperatures for the case of vx < v2 (i.e., u, = 2 m/s and v2 

= 4 m/s). On Figs. 6 and 7, for times less than 1 s, the exit 
temperatures are zero, and for times greater than 2 s, the exit 
temperatures have reached their steady-state values. 
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A Transient Heat Exchanger 
Evaluation Test for Arbitrary Fluid 
Inlet Temperature Variation and 
Longitudinal Core Conduction 
An improved version of the transient technique is described which utilizes a finite-
difference model of the heat exchanger for the evaluation of an average heat 
transfer coefficient. The model, which can accommodate arbitrary inlet fluid 
temperature variation as well as longitudinal conduction in the heat exchanger core, 
is well suited for a computer-based data reduction procedure. The finite-difference 
model is validated by comparison with the predictions of exact solutions for a step 
change in inlet temperature. Actual tests on a core of known performance indicate 
that the overall accuracy of the technique can be within ±2 percent. 

Introduction 

The transient technique has been used for many years to 
evaluate average heat transfer coefficients for heat ex­
changers. In this technique, the heat exchanger is operated as 
a regenerator. The inlet fluid temperature is varied as a 
function of time and the resulting exit fluid temperature 
history is measured. Knowing these two temperature histories, 
the fluid flow rate and the core physical properties, an average 
convection coefficient can be determined with the aid of an 
appropriate theory. 

In the past, these theories were applied to well-defined inlet 
temperature functions of time. The most popular were the 
step function and the harmonic function. Analytical ex­
pressions were obtained linking the inlet and exit fluid 
temperatures for these two functions. Different evaluation 
criteria were employed by different investigators to compare 
theory and experiment for the purpose of picking an ap­
propriate heat transfer coefficient. These include curve 
matching, maximum slope and initial rise for step function 
inputs, and amplitude attenuation and phase shift for har­
monic inputs. The accuracy of the technique may be strongly 
dependent on the core parameters, evaluation criteria, and on 
the precision of the experimental inlet temperature functions. 
It is often necessary to perform extensive numerical 
calculations to correct for impurities in the inlet temperature 
function or to implement a certain evaluation criterion. These 
corrections to analytical solutions and the evaluation 
procedure itself may be carried out on a digital computer. 

This paper describes an alternative approach in which the 
entire data reduction scheme including the theoretical 
prediction is designed from the start to be implemented on a 
computer. A finite-difference model of the core is used which 
can accommodate arbitrary inlet temperature functions and 
longitudinal core conduction. The result is a transient test of 
improved accuracy and flexibility. 

Review of Previous Work 
Early work in regenerator theory by Schumann (1929) and 

others is reviewed by Jakob [1]. Figure 1 shows the dimen-
sionless theoretical regenerator exit fluid temperature 
response to a step change in the inlet fluid temperature as 
given by Schumann. It can be seen that there is a unique curve 
for each NTU value. Furnas [2] in 1932 constructed a test 
using Schumann's assumptions. He matched his experimental 
exit fluid temperature with Schumann's curves and thereby 

was able to determine the average heat transfer coefficient for 
his test core. This "direct curve matching" technique, as it is 
now called, required considerable computational effort. 

In order to reduce the magnitude of the data reduction 
effort required by the direct curve matching method, Locke 
[3] advanced his "maximum slope" technique in 1950. Owing 
to the uniqueness of the maximum slope of the exit fluid 
temperature curve, within a given NTU range, Locke was able 
to give an explicit relationship between NTU and maximum 
slope. Locke's analysis was restricted, however, to cores with 
zero longitudinal conduction. 

Creswick [4] in 1957 was first to apply a numerical 
technique for the solution of the governing equations and 
considered, also for the first time, longitudinal conduction in 
the core. Howard [5] in 1964 extended the work of Creswick 
by employing an explicit, finite-difference numerical method 
to obtain a relationship between NTU, maximum slope, and a 
longitudinal conduction parameter. However, the uncertainty 
analysis given by Howard indicates the maximum slope 
method should not be used below NTU of about 3.5. 

In order to test cores in the low NTU range, Kohlmayr [6] 
advanced an indirect curve matching method in 1968 to cover 
the range 0.5 < NTU < 5.0. The method involves finding the 
centroid of the area under the exit fluid temperature curve. 
The analysis relates the position of this centroid to the core 
NTU. In addition, Kohlmayr provides an analysis for an 
arbitrary inlet fluid temperature change. He does not, 
however, put his centroid method to the test and it appears, 
from reviewing the literature, that only Wheeler [7] has 
employed this method and with uncertain conclusions. 

Another method to reduce the single blow data from low 
NTU cores was employed by Mondt and Siegla [8] in 1972. 
Their "initial rise" procedure makes use of the unique 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Fig. 1 Regenerator exit fluid temperature response for an inlet step 
change in fluid temperature. 
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relation between the step change in the exit fluid temperature 
at time / = 0+ and NTU. This step is quite apparent in Fig. 1 
for NTU < 3. 

In most of the single blow methods that have been applied, 
the analysis was based on a step change in inlet fluid tem­
perature. Special efforts have been taken to approximate this 
step change in experiments. Pucci et al. [9] used a sliding 
drawer test facility in which the core was moved mechanically 
from a heated airstream into an ambient airstream. Senshu et 
al. [10] employed a movable heater that dropped out of the 
inlet airstream. In practice, however, a true step change is 
impossible. With the "initial rise" method, data are taken at t 
= 0+ ; with the "maximum slope" method at low NTU's, the 
maximum slope occurs near t = 0 + . Thus, there is con­
siderable sensitivity to the inherent experimental deviation in 
the inlet fluid temperature step. The result is a convection 
coefficient value of large uncertainty. To alleviate this large 
uncertainty in the low NTU range, Liang and Yang [11] in 
1975 advanced a single blow analysis based on an ex­
perimentally determined inlet fluid temperature response. By 
experiment, Liang and Yang find the time constant of their 
heating screen and use this in their analysis to arrive at a 
theoretical exit air temperature response. By direct curve 
matching using five points, they determine the average heat 
transfer convection coefficient of the core. 

The "periodic method" was first employed by Bell and 
Katz [12] in 1949. Their analysis assumed zero longitudinal 
conduction and sinusoidal inlet fluid temperature variation. 
Stang and Bush [13] refined the analysis and test technique to 
accommodate finite longitudinal conduction and arbitrary 
periodic inlet fluid temperature. In Stang and Bush's work, a 
Fourier analysis is performed on the data to extract the 
fundamental components of the inlet and exit fluid tem­
perature waves to accommodate nonharmonic, periodic inlet 

. temperature variations. An average heat transfer coefficient is 
determined from the measured amplitude attenuation, or 
phase shift, between the inlet and exit fundamental com­
ponents. One drawback of the periodic method is that the test 
period must be selected based on prior knowledge of core 
NTU to achieve accurate results. This may require multiple 

testing to arrive at a single data point. Also, for the large NTU 
cores, test times can be long, since about five periods are 
required for the startup transients to die out. 

In a recent review paper, Shah [14] reports the experimental 
uncertainty iny for existing transient tests at ±10-15 percent 
and cites the need for tests with less uncertainty. In addition, 
it is desirable to have a transient test of short duration with 
rapid data reduction. A unique test using direct curve 
matching was thus developed to fulfill these needs. 

Data Reduction Procedure 

A theoretical prediction for the exit fluid temperature 
history is obtained by solving a finite-difference model of the 
heat exchanger with the measured inlet temperature function 
as input. An initial value problem for conduction in the solid 
core is coupled to a one-dimensional convection problem in 
the fluid passages through an average heat transfer coefficient 
h. In the evaluation procedure, a value for h is guessed and 
the finite-difference equations are solved to yield an exit fluid 
temperature history prediction. This prediction is compared 
with the measured history. If the two curves match within 
specified limits, then the assumed h is correct. If the curves do 
not match, h is changed and the process is repeated until an 
appropriate value is obtained. 

This procedure has been used for the evaluation of in­
terrupted-plate surfaces and it is this geometry which will be 
used to illustrate the details of the method. Figure 2(a) shows 
interrupted wall passages comprised of multiple in-line plates. 
A pair of plates forming a single passage appears in Fig. 2(b). 
By symmetry, half of this single passage, represented in Fig. 
2(c), is analyzed with the following idealizations applied: 

1 Steady flow 
2 Finite wall conduction in flow direction 
3 Infinite wall conduction perpendicular to flow direction 
4 Zero fluid conduction in flow direction 
5 Zero fluid thermal capacity 
6 Constant properties 
7 Adiabatic side walls 

A 

Ac 

a 
c 

CP 
CL 

f 

G 

h 

i 
J 

Ke 

Ke 

= core heat transfer area ex­
cluding area of plate edges = 
number of plates x 2 LW, 
m2 
m 

= core minimum free flow 
area, m2 

= core frontal area, m2 

= half-plate thickness, m 
= wall specific heat, J/kg °C 
= air specific heat, J/kg °C 
= centerline, Fig. 2 
= average friction factor = 

(rh/Lp) [Apc/(G
2/2p)] or 

(r,JL*) [Ap,/(G2/2p) -
Kc—Ke] 

= core mass velocity = m/Ac, 
kg/s m2 

= heat transfer coefficient, 
W/m2 °C 

= enthalpy, J/kg 
= Colburn factor = (h/Gc ) 

. p r 2 / 3 P 

= core entrance pressure loss 
coefficient 

= core exit pressure loss 
coefficient 

k 

L 
LP 

L* 

m 
m 

NTU 

Q 
Red 

n, 
T 

T0 

T\ 

T2 

t 
W 
X 

= thermal conductivity, 
W/m°C 

= plate length, Fig. 2, m 
= distance between core 

pressure taps, m 
= flow length over heat 

transfer surface of core, m 
= core mass, kg 
= air mass flow rate, kg/s 
= number of transfer units = 

(hA)/(mcp) 
= heat transfer rate, W 
= Reynolds number = ArhG/ix 
= hydraulic radius = ACL*/A, 

m 
= temperature, °C 
= initial uniform temperature, 

°C 
= measured inlet air tem­

perature, °C 
= measured exit air tem­

perature, °C 
= time, s 
= plate span, m 
= axial flow direction coor­

dinate, m 

X = 

M = 
P = 
T = 

AP«- = 

Ap, = 

longitudinal conduction 
parameter = (kaW) / 
(mcpL) 
dynamic viscosity of air, Pa s 
density of air, kg/m3 

dimensionless time = 
(mcpNTU t)/(mc) 
pressure drop between core 
static pressure taps, Pa 
pressure drop between tunnel 
static pressure taps, Pa 

Superscripts 
n -

Subscript: 
d = 
f = 
i = 

m = 

w = 
0 = 
1 = 
2 = 

time step in finite-difference 
analysis 

s 
hydraulic diameter 
fluid 
node in finite-difference 
analysis 
number of finite-difference 
nodes in the wall 
wall 
initial conditions 
at core entrance 
at core exit 
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Fig. 2 (a) Multiple, in-line plates; (b) a single pair of plates; (c) half-flow 
passage and half-plate; (d) the division into finite-difference nodes. 

Under these assumptions the energy equation for the wall is 

d7\, = k a2r„, 
dt pc 

while that for the fluid is 

dx2 

~dx + • 
1*7! 

+ (Tf-Tw) 
pac 

(7>-7-w )=0 

(1) 

(2) 

The governing equations (1) and (2) are subject to the 
following initial condition 

rw(x, *=0) = 7>(x, f=0) = r0 0) 
This equation expresses thermal equilibrium between the 

wall and the fluid. The initial temperature T0 is known from 
the experiment. The conditions at the heat exchanger inlet and 
outlet are also known from experiment 

Tf(x = Q,t)=T,(t) (4) 

Tf(x=L,t)=T2(t) (5) 
where Tx (t) and T2(t) are the measured inlet and outlet fluid 
temperatures, respectively. Tx(t) is not restricted to a step or 
periodic function. 

Equations (1) and (2) are converted to finite-difference 
equations and solved numerically. The fluid and wall in Fig. 
2(c) are divided into nodes as shown in Fig. 2{d). Using an 
implicit formulation which is second-order accurate in x and 
first-order in /, equation (1) becomes 

T" + 1 _ ? T" + ' 4- T" +1 
1 u y ' - l ^1 w,i ' * wj-i 

fn + 1 __ T" 

At 

k 

2pc "] 

+ 2pc 

(Ax)2 

7 V i - 2 7 ^ , + 7 V n 
(Ax)2 

pac 
(6) 

for / = 2 to in. For / = 2 and m, representing left and right 
end wall nodes respectively, the assumption is made that no 
heat is conducted out these ends. This assumption is also 
made for the end nodes in each wall segment of the in­
terrupted-plate geometry. These boundary conditions are 
satisfied by setting T"w { 7" , and Tl TL ,„, where 
nodes 1 and m+ 1 are fictitious image nodes. These specific 
boundary conditions were chosen so that the heat transfer 

Inlet Boundary 
Conditions: 

Tf
n, = T, ( t ) 

Solution of: 

VCi l f n+H f „"! 
'. B; \ ^ TWii > = -< D, ^Equation(7) 

n+t n+l 
n+, C3Tw,i + T f i - | 

T,, = . . ._ — Equation (8 ) 
I + C3 

Exit Boundary 
Conditions: 

T," = T , ( t ) 

Initial Conditions: T f. = T ,= T0 

Fig. 3 The direct curve matching solution domain. 

coefficients obtained for the interrupted surfaces could be 
directly compared with those for continuous plates. These 
conditions force the surface area on which h is based to be the 
same in both cases. Using these conditions, equation (6) is 
expressed as a single matrix equation. 

\ 

where 

CI 

\ C, 
\ B, \ 
Ai \ 

\ 

77/ = < D" (7) 

-(kAt)/(2pc(Ax)2) 
-C\, for / = 3, m 

B2=-Cl-l 
B,„ =B2 

B,= - 2 C l - l , f o r / = 3 , / w - l 
C,- = C l , fo r / = 2 , » j - l 

C,„=0 
D-, = T%:\2C\ + (h AtI pac) - 1] - C\ [ 7 V 1 + T"*,u 1 ] 

- [h At/pac] T'li, for i = 2, m 

In equation (7), Ah Bh and C,, are elements of the lower, 
middle, and upper diagonals of the tridiagonal matrix with all 
other elements zero. The right-hand side vector D, is known. 
Equation (2) is written in backward finite-difference form 
which gives 

T11 +1 . ^•31 w,i 

where 

C3-

1+C3 

h(Ax)W 

(8) 

The initial condition specified by equation (3) becomes 

7lj = FfJ = T0 (9) 

and boundary conditions of equations (4) and (5) become 
Tn -

Til 
Jf,m 

Tx(t) 

--T2(t) 

(10) 

(ID 

The solution domain is depicted in Fig. 3. The objective is 
to obtain the convection coefficient h, which is tied up in 
equations (7) and (8). The overall procedure is to guess at h, 
solve equations (7) and (8) subject to initial condition (9) and 
inlet boundary condition (10), and arrive at a theoretical exit 
fluid temperature history T"m. These T'l„, are then compared 
with the experimental exit fluid temperature history T2(t). If 
these two temperature histories match within specific limits 
(unlikely the first time), then the originally assumed value of h 
is the correct average heat transfer coefficient of the core. If 
the histories do not match, h is iteratively changed until 
agreement, within specified limits, is obtained. 

More specifically, the solution proceeds as follows. 
Equations (7) and (8) are solved in a marching fashion, 
moving in the direction of time. Moreover, since tests were 
planned for cores constructed of interrupted-wall passages, 
the solution of equations (7) and (8), at a given time step, 
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begins with the first upstream passage and then proceeds to 
subsequent downstream passages. Starting at the second time 
step (n = 2), and the first upstream passage, 1% ,• is obtained 
by solution of equation (7) using the initial conditions and 
inlet boundary conditions. At this same time step and same 
first passage, Tj-, is obtained next by solving equation (8) with 
a single sweep starting with the inlet boundary conditions. 
Still at time n = 2, the inlet fluid temperature of the second 
passage is set equal to the exit fluid temperature of the first 
passage before equations (7) and (8) are solved in the second 
passage. This procedure continues through subsequent 
downstream passages. After all 7̂ IV- and Tjj are calculated, 
then the temperatures T3

wj and Tjj are obtained in a similar 
fashion at the third time step, and so the solution advances in 
time. The procedure is halted after a specified time step is 
reached. The initial guesses of h and the subsequent iterative 
adjustment of this parameter, until the theoretical and ex­
perimental exit fluid temperatures match within specified 
limits, follow the method of regula-falsi. The regula-falsi 
method treats the error between the theoretical and ex­
perimental exit fluid temperature histories as a function 
dependent on h. Two such errors are computed: an average 
algebraic difference and an average absolute difference 
between Tjm and T2(t) over the test duration. The average 
algebraic difference is required by regula-falsi and the value 
of h is adjusted in an attempt to drive this error to zero. The 
average absolute difference is used as a convergence criterion. 

The numerical method has been used to predict exit fluid 
temperatures over a range of parameters, 0.1 < NTU < 20 
and 0 < X < 30. No signs of instability were ever observed. 
The mesh size is always chosen on the basis of accuracy 
considerations rather than stability considerations. The 
method converges to the correct steady-state solution 
regardless of the size of the time step chosen. 

The accuracy of the finite-difference scheme was checked 
by comparing the numerical solutions of equations (7) and (8) 
with the available analytical solutions for a step change in 
inlet fluid temperature. The exit fluid temperature response, 
for various values of NTU and zero streamwise wall con­
duction, shows excellent agreement with Schumann's [1] 
curves in Fig. 1. Typical results, at NTU = 16 for various 
values of the dimensionless conduction parameter X, are 
shown by the solid lines in Fig. 4. Again, the agreement with 
the exact solution for zero conduction X = 0 is good. The 
response curve for X = 10 (and for larger values of X) is very 
close to the exact solution for X = oo. There is no exact 
solution available for comparison for X = 1 but there are 
other published numerical solutions. Handley and Heggs [15] 
compared their results obtained using an implicit scheme, 
with those obtained using Creswick's [4] explicit scheme. In 
general, the present results agree with the results of these 
investigators when they agree with each other and lie between 
their results otherwise. The poorest agreement occurs at high 
NTU. The comparison shown in Fig. 4 is an example of the 
poorest agreement. 

Conservation of energy demands that the energy convected 
away by the air leaving a hot core be equal to the energy lost 
by the solid as it cools. When this energy balance is stated in 
terms of dimensionless variables it yields the condition that 
the area under the normalized curves in Fig. 4, for T — oo, be 
equal to NTU regardless of the value of X. This is a necessary 
condition for the correctness of a solution. As a further check 
of the present numerical method, the three curves were 
numerically integrated out to T = 100. The resultant areas 
were within 0.2 percent of NTU. The integral of the exact 
solution for X = oo out to T =' 100 gives 0.2 percent closure. 
An estimate, made by fitting a curve through the solution 
points of Handley and Heggs, indicates that the energy 
content of their flow is about 13 percent too low. A similar 
estimate for the points by Creswick (as quoted in Handley and 
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Fig. 4 Evaluation of numerical procedure for step change in inlet 
temperature with longitudinal conduction at NTU = 16. Solid lines are 
numerical results with Ar = 0.05 and AXIL = 0.02. Symbols: o 
analytical solution, X = 0; » analytical solution, X = oo; n Handley and 
Heggs [15], X = 1; o Creswick [15], X = 1. 

Fig. 5 Instrumentation, data acquisition, and data reduction systems. 

Heggs) indicates an energy content 6 percent too high. It is 
critical for the application proposed here that energy con­
servation errors be minimized since the error in the predicted 
heat transfer coefficient will be equal to the error in the energy 
balance. The present finite-difference method is well suited to 
this application. 

The complete data reduction procedure was performed by 
the FORTRAN program "MATCH." A detailed description 
of this program is given in [16]. A final test of the method, 
both experimental and numerical, is discussed following the 
description of the experimental apparatus. 

Experimental Apparatus 
Tests employing the data reduction procedure just 

described were conducted on a parallel-plate array in air. The 
required inlet and exit air temperature histories were 
measured, digitized, and entered directly into the computer in 
which the numerical calculations were performed. The ex­
perimental apparatus consisting of the wind tunnel, in­
strumentation, data acquisition and reduction systems and the 
test core are described in this section. The test technique and 
results are presented in the next section. 

A schematic diagram of the entire system is shown in Fig. 5. 
The wind tunnel consists of a nine-to-one square contraction 
section followed by a four-to-one contraction section, a 15.24 
cm by 15.24 cm insulated test section, a 15.24 cm diameter 
orifice pipe section, and a plenum box containing the fan and 
motor. An electric resistance heater is located just upstream 
of the test section. The air temperature at the core inlet is 
measured by six, 0.076-mm-dia, copper-constantan ther­
mocouples connected in series and strung across the test 
section just upstream from the core. A similar thermocouple 
array is located sufficiently far downstream of the core exit to 
indicate a mixed mean exit air temperature. 

The electric heater is constructed of fine wire mesh screens 
with a relatively large surface area of 760 cm2 compared to 
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Fig. 6 Heat transfer and friction factors: theories for / from Stephan 
[18] and for / f rom Shah [20]. 

the flow area of 232 cm2. This allows the heater to be 
operated at a low temperature. The upstream thermocouples 
in direct view of the heater were therefore not required to have 
radiation shields. This is of critical importance, because the 
transient test is most sensitive to temperature measurement 
errors. Shielding the fine wire thermocouples would increase 
the time response which would adversely affect the transient 
test. 

Special precautions were taken in the design of the test 
section, heater support structure and the core assembly to 
ensure that the thermal capacity of the active core surfaces 
dominates during the test period. The interior surface of the 
test section is lined with foam and the support structure for 
the plate arrays is made from balsa wood. 

The analog voltage output from the two thermocouple 
circuits is amplified by 1000 and digitized by a Preston A-D 
converter. The resulting time series is fed into an HP-1000 
system (HP-21MX, E-Series computer) where it is used in the 
data reduction scheme described earlier. 

A test core consisting of equally spaced horizontal parallel 
plates was constructed for the purpose of checking out the 
experimental facility. Each of the aluminum plates measures 
0.154 cm thick, 15.24 cm wide, and 22.86 cm long. The 
vertical spacing between the plates is 0.447 cm. The plates 
were sheared from a single, large sheet selected for uniformity 
of thickness. The burred edges, due to the shearing process, 
were removed with a few strokes of a hand file. The plate 
array was formed by epoxy bonding the plates to balsa wood 
side walls. The assembly was clamped during curing in a jig 
specifically designed to maintain dimensional accuracy. 

Two static pressure ports were drilled into one of the 
central plates in the stack. These 0.66-mm-dia ports are 
located midway between the side supports. One of these ports 
is 1.9 cm downstream from the leading edge of the plate and 
the other is 0.32 cm upstream from the trailing edge. The 
pressure drop measured between these two core taps was used 
to evaluate an average friction factor for the core according to 
the definitions provided in the Nomenclature. 

The pressure drop between static taps located upstream and 
downstream of the test core was also measured. Three taps in 
the wind tunnel wall at each streamwise station were con­
nected together to yield an average static pressure. The 
measured pressure drop between these tunnel taps was also 
used to estimate an average friction factor according to the 
definitions provided in the Nomenclature. The entrance and 
exit loss coefficients required for this purpose were taken 
from [17]. 

I i i i ~ i — i i i i i 

' T, ( Experimental) 

Time, seconds 

Fig. 7 Curve match for a step rise in T1, NTU = 1.12. 

The mass flow rate through the core was determined, at low 
flow rates, from the pressure drop across a standard ISO 
orifice. At high flow rates, the output of a pitot-static tube 
located upstream of the test core was used, along with a 
calibration of the tunnel velocity profile, to indicate flow rate. 
All of the differential pressure signals were converted to 
electric signals by Validyne Model DP15TL pressure trans­
ducers and digitized for computer processing. 

Results and Discussion 
The parallel-plate geometry was chosen for test since it 

approximates a geometry for which accepted theoretical 
predictions for heat transfer and pressure drop are available. 
The theory is for developing flow between parallel plates of 
infinite aspect ratio with constant wall temperature. The 
correlation of Stephan [18] as reported by Shah and London 
[19] is used here for comparison purposes. 

The 26 parallel-plate core was tested over the Reynolds 
number range 300 to 10,000. The experimental results from 
the program MATCH, along with the laminar flow theory, 
are given in Fig. 6. The agreement is excellent up to Ref, = 
3000, where transition to turbulence appears to take place. 
Taking the 23 data points between 296 < Rerf < 2660 as lying 
in the laminar flow region, the average absolute deviation of 
they data from theory is only 1.7 percent. The uncertainty 
analysis, summarized in the Appendix, for three of these j 
data points gives an average of 1.2 percent. 

The friction factors computed from the measured core and 
tunnel pressure drops are also plotted in Fig. 6. These are 
compared with the laminar developing flow theory given by 
Shah [20], This theory is also for flow between parallel plates 
of infinite aspect ratio. The value of / calculated from the 
theory and plotted in Fig. 6 is the average between the core 
pressure tap locations. For the laminar flow region, Re,, < 
3000, the average absolute deviation of the core / d a t a from 
theory is 5.3 percent. The uncertainty analysis for three of 
these / data points gives an average of 0.9 percent (see Ap­
pendix). 

Twoy data points from Fig. 6 are examined to show details 
of the curve matching technique. Run number 1722 is at Rerf 

= 1127 (see Fig. 7) and has the usual step rise in inlet air 
temperature as required in all previous single blow tests. Run 
number 1625 is at Ref/ = 1152 (see Fig. 8) and has an inlet air 
temperature rise that is ramplike in appearance and can only 
be accommodated by the present curve-matching technique. 
Figure 7 shows the measured inlet (Tt) and measured outlet 
(T2) air temperatures plotted against time for run number 
1722. For this run, the heater power was first set to give about 
a 10°C rise in inlet air temperature. At the beginning of the 
run the main power supply switch was flipped on to achieve a 
step temperature rise. Notice, however, that 7*, is not a pure 
step function, a problem discussed earlier. The measured exit 
air temperature shows an initial rise followed by a gradual 
increase in temperature. The theoretical exit air temperature, 
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Fig. 8 Curve match for a ramplike rise in T1, NTU = 1.09. 

i.o T" ~r 
Theoretical 
Theoretical at Curve Match 
Experimental Run# I722 

I.O 2.0 
(m cp t ) / (m c) 

Fig. 9 Curve match for a step change in T1. 

from the program MATCH, best matches the experimental 
curve at h = 25.89 W/m2 °C. The rms deviation between 
the theoretical and experimental curves is 0.051 °C. The 
greatest deviation, although slight, occurs during the initial 
rise. Thermocouple response is a factor and is treated in [16]. 
The two other theoretical exit air temperature curves plotted 
in Fig. 7 are for h = 25.89 W/m2 °C ± 10 percent; they show 
the theoretical curve's sensitivity to h. 

For run number 1722, the test time is just over 31 s. A good 
perspective of this test time, compared to the overall response 
of the core, can be obtained by viewing Fig. 9. In this figure, 
the dimensionless theoretical exit air temperature is plotted 
against dimensionless time for NTU = 1,2, and 1.12. NTU of 
1.12 corresponds to h = 25.89 W/m2 °C, the value at curve 
match. The dimensionless time used for Fig. 9 is different 
from that used in Fig. 1 by a factor of NTU and was chosen so 
that the integral under any theoretical curve from t - 0 to oo 
equals unity. 

The second j data point to be examined is run number 1625. 
Figure 8 shows the measured inlet and exit air temperatures 
for this run. The inlet air temperature rise with a ramplike 
appearance was obtained by manually increasing the heater 
power supply output. From the program MATCH, a nearly 
identical theoretical T"fm curve is matched to the experimental 
T2 curve at h = 25.73 W/m2 °C or NTU = 1.09. The rms 
deviation between the two curves is only 0.023"C. Again, two 
other theoretical curves for h = 25.73 W/m2 °C ± 10 percent 
are plotted to show the sensitivity of the theoretical curve to h. 

While both run numbers 1722 and 1625 give excellent j 
results, as was shown in Fig. 6, the curve match for run 
number 1625, with a ramplike inlet air temperature rise, is 
superior to run number 1722, which has a step inlet air 
temperature rise. An implication of this result is that an 
optimum inlet air temperature history might exist for a 
particular experimental setup, but this possibility was not 
explored further. 

Compared with previously published transient test 
techniques, the present direct curve matching test in­
corporated in MATCH appears to give the most accurate 
results in the shortest period of time. Typical data collection 
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Fig. 10 Theoretical wall and air temperature profiles at curve match 
for run 1722, NTU = 1.12. 

times were 5 to 60 s for NTU ranging from 0.5 to 5.0, with 
data reduction requiring about 20 s. With a given test core in 
the test section, experiments were performed over a Reynolds 
number range of 200 to 10,000. On the average, it took only 
10 min to collect, store, retrieve, and reduce the data, print 
out the information, plot the reduced data for both j and / 
and bring the core into thermal equilibrium, all set for 
another Reynolds number run. 

Thermal boundary conditions affect heat transfer coef­
ficients, particularly in the laminar flow region. In the present 
curve matching test, as in all transient tests except the initial 
rise test, the thermal boundary conditions are functions of 
both time and space. Since a finite period of time is required 
for the curve matching test, it is thus impossible to fix the 
thermal boundary conditions. However, in the present test, 
the data are collected over a relatively short period of time, 
with the result that the constant wall temperature boundary 
condition is closely approached. For example, theoretical 
results for a typical test are given in Fig. 10, where wall and 
air temperatures at curve match are plotted as a function of 
space and time for run number 1722. The inlet air temperature 
rise is 9.4°C. After 10 s, the inlet and exit wall temperatures 
differ by 0.5°C; after 30 s, the test is 1.5 s from termination 
and the difference is 1.3"C. These relatively small wall 
temperature differences show that the constant wall tem­
perature thermal boundary condition is approached at NTU 
= 1.12 in the present curve matching test. However, this 
condition does depend on NTU and on X. The wall tem­
perature difference at a particular value of dimensionless time 
will tend to increase with increasing NTU and decreasing X. 

Summary 

A direct curve matching transient heat exchange test was 
developed for use with a computer-based data acquisition and 
reduction system. The data reduction procedure involves the 
numerical solution of finite difference equations describing 
the heat transfer in the core. This approach has the unique 
advantage of accommodating any arbitrary inlet fluid tem­
perature history. 

Longitudinal conduction within the wall is accounted for in 
the present formulation. The conduction properties, thermal 
conductivity or wall thickness, may vary in the streamwise 
direction as in interrupted surfaces. Infinite transverse wall 
conduction was assumed in the present formulation but finite 
transverse conduction could be easily accommodated in the 
numerical model. 

Tests run using the numerical curve matching technique 
produced accurate results in short times. Because of the short 
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test times, deviations from constant wall temperature 
boundary conditions are minimized. 
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Run No. 

1619 
1625 
1633 
1634 

1642 

Table 1 Uncertainty analysis summary 

Rerf NTU ' step 

(°Q 

296 3.96 10.80 
1152 1.09 9.53 
2780 0.54 10.72 
3386 0.48 9.97 

10378 0.45 3.58 

Percent uncertainty 
J I __ R ,̂' 

0.33 1.15 7.4? 
1.46 0787 0.58" 

1.94 67(52 ~0.58" 
1.57 4757 2~4o 
8.29 5784 7)762 
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A P P E N D I X 

Uncertainty Analysis 

The heat transfer and pressure drop experiments described 
were performed only once at a given operating condition. 
Kline and McClintock [21] describe such experiments as single 
sample. The uncertainty bands that may be placed on the 
reduced data (/',/, and Red) are a function of the uncertainties 
in the measurements made during the experiments. According 
to Kline and McClintock, if the result R of a single-sample 
experiment is a function of n independent variables 

R=f(xl, x2,x3, . . . ,x„), (12) 

and if x, are normally distributed, then the uncertainty in R is 

dx2 

5R [( 
dR \ 2 / dR V 

f dR V 
(13) 

An additional requirement is that the odds must be the same 
for each independent variable uncertainty hoc-,. 

The functional relationships between the dependent 
variables j , / , and Ref/, and the various independent variables 
are contained in the data reduction program MATCH. 
Therefore, the partial derivatives required in equation (13) are 
obtained through MATCH. This is done, as suggested by 
Moffat [22], by adding bx-, to x, as data for the program. 
Forward finite differences are then used to approximate the 
partial derivations 

dR (R)xi+ix,- (*)*, 
- (14) dXj bX; 

The results of the analysis performed on runs spanning the 
range of variables are given in Table 1. The uncertainty iny is 
seen to be below 2 percent except for run 1642, where it is 8.29 
percent. Due to electrical power input limitations and the high 
flow rate at this run, the air temperature rise was only 3.58°C 
as compared to the approximately 10°C rise used for the other 
listed runs. This smaller temperature step makes j more 
sensitive to the uncertainty in the measured air temperatures. 

The uncertainty in / , from Table 1, is about 1 percent, 
except for run 1634, where the value is 4.57 percent. At this 
run, the pitot tube used for mass flow measurement was 
operating at its lower velocity limit. The uncertainty in Re„ is 
approximately 0.5 percent when the flow is measured using 
the ISO orifice. When flow measurements are made with the 
pitot tube, the uncertainty is higher, about 2.5 percent. 
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A Study of the Flow Mechanisms 
Responsible for Heat Transfer 
Enhancement in Interrupted-Plate 
Heat Exchangers 
Certain compact heat exchanger cores are modeled by assemblies of parallel plates. 
The heat transfer in these cores may be enhanced if the plate surfaces are in­
terrupted. The results of an experimental study of the mechanisms responsible for 
enhancement are reported here along with quantitative measures of the magnitude 
of the enhancement and the pressure drop penalty incurred. The aim of this work is 
to identify the important parameters and provide guidelines for designers of heat 
transfer surfaces and to workers attempting to correlate experimental data. Arrays 
of parallel plates were tested in a wind tunnel. Fluid flow phenomena were iden­
tified using the Schlieren visualization technique. Three distinctly different flow 
regimes are found within cores composed of in-line plates. These are classified as 
steady, general unsteady, and periodic unsteady flows. The periodic unsteady flow 
is accompanied by the emission of a strong acoustic tone. The heat transfer per­
formance of these cores was determined using a transient heating technique. The 
evolution of the enhancement and the associated changes in the flow regimes are 
documented over a range of Reynolds number as the streamwise spacing between 
in-line plates is increased from zero. The results of these experiments are used to 
interpret the measured performance of cores consisting of staggered arrays of 
parallel plates and of cores formed by assembling parallel-plate arrays so that 
alternate plates in the streamwise direction are perpendicular to each other. 

Introduction 

The flat plate is an element in many heat exchanger sur­
faces. The flow through certain finned surfaces may be 
modeled by the flow through arrays of parallel plates. One 
technique that has been used to enhance heat transfer in this 
geometry is surface interruption as employed, for example, in 
offset strip-fins and perforated-plate surfaces. Calculations 
have shown that augmentation may be realized in interrupted 
surfaces even if the flow remains laminar and steady [1]. 
Considerable experimental evidence indicates that additional 
augmentation can be expected over some range of operating 
conditions due to the unsteady flow induced by the surface 
interruptions [2-5]. The purpose of the research reported in 
this paper was to explore the structure of the flow in plate 
arrays in order to identify flow mechanisms which are im­
portant for heat transfer augmentation. An understanding of 
the flow is essential for the evaluation of analytical models to 
be used for calculating heat transfer and pressure drop in 
these arrays. It is also useful as an aid in constructing em­
pirical correlations [6]. 

In order to realize the objective of this research, ex­
periments were performed which combined flow visualization 
with heat transfer and pressure drop measurements. Model 
cores were tested in air in a wind tunnel [7] over the Reynolds 
number range 102 < Rerf < 104, important for compact heat 
exchangers. Three different geometric configurations of 
interrupted plates were studied. Parallel plates in both in-line 
and staggered arrangements were selected to model fin sur­
faces. An arrangement of perpendicular plate arrays was 
constructed to model a possible regenerator configuration. 

Experiment 

The experiments were conducted in a wind tunnel with a 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 14, 

15.24-cm-square test section. The test cores are formed by 
combining arrays of parallel plates in the wind tunnel test 
section. The leading edges of all of the plates in an array are 
located at the same streamwise position. Each array consists 
of a number of aluminum plates bonded to two balsa wood 
side supports with epoxy glue. The plates were clamped in a 
special jig during assembly and curing to ensure that the 
arrays would be dimensionally uniform. The length of each 
plate between side supports is 15.24 cm. When the arrays are 
inserted into the test section the balsa wood supports fit into 
recessed areas and the plates just span the test section 
opening. All of the plates in an array have the same thickness 
and length in the flow direction and each test core is formed 
from arrays of identical plates. The number of plate columns 
or stages in the streamwise direction is identical to the number 
of arrays in a test core. Plate thickness, length, and the 
streamwise spacing between plate arrays were varied from 
core to core. Arrays were constructed so that three different 
core arrangements could be formed: in-line and staggered 
parallel plates, and perpendicular plates. The perpendicular 
arrangement is formed by rotating every other in-line array 90 
deg about the flow axis. In a core formed with 90 deg arrays, 
the flow passes alternately through horizontal and vertical 
channels. The three core arrangements are shown 
schematically in Fig. 1. 

The survey by Wieting [8] was used as a guide in selecting 
the relative dimensions of the test cores. The scale was chosen 
large enough to ensure that the plates would be straight, flat, 
and well aligned. A summary of the dimensions and con­
figurations of all the cores tested is presented in Table 1. Only 
the highlights of this work will be presented here; full details 
are given in [9]. The definitions used for reducing the data are 
generally in agreement with those presented in [10], As 
pointed out by Patankar and Prakash [11] however, those 
definitions which yield the best correlation of the data do not 
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Fig. 1 Test core configurations. 

necessarily reveal the most about the physics. Since the ob­
jective of this research was to obtain a better understanding of 
the relation between the flow phenomena and the heat 
transfer augmentation and not to test correlations, certain 
exceptions to the definitions in [10] are noted below. 

The experiments reported here concentrated on the in-line 
geometry. The reason for this was that a core with interrupted 
plate spacing of zero (i.e., continuous flat plate) could be 
assembled in this arrangement. This provided a common 
experimental and theoretical base from which to measure 
augmentation. It also provided an important check of the 
experimental technique which lends credence to the data 
obtained for interrupted surfaces where well-accepted theories 
are not available. In the experiments on in-line cores both Rerf 

and S are considered as variables. The evolution of the heat 
transfer augmentation as these variables are changed can be 
best illustrated if / and j are constructed so that they reflect 
only changes in pressure drop and heat transfer rate with 
changes in S. This same argument applies to the tests of cores 
constructed from 90 deg arrays. Consequently, for purposes 
of data reduction, the total heat transfer area was considered 
to consist only of the total surface area of the exposed sides of 

Table 1 Test core dimensions 

In-line arrays 

H = 0.447 cm 

L 
(cm) 

3.81 

3.81 

3.81 

2.54 

5.08 

/ 
(cm) 

0.127 

0.224 

0.318 

0.222 

0.224 

Number 
of 

arrays 

4 

4 

4 

6 

3 

L* 
(cm) 

15.24 

15.24 

15.24 

15.24 

15.24 

S 
(cm) 

0,0.318,0.635, 
2.54,3.81 

0,0.318,0.635, 
2.54,3.81 

0,0.318,0.635, 
2.54,3.81 

0,0.318,0.635, 
2.54 

0,0.318,0.635, 
5.08 

1.27, 

1.27, 

1.27, 

1.27, 

1.27, 

Staggered arrays 

H=\. 116cm 

2.54 

5.08 

3.81 

0.222 

0.227 

0.222 

12 30.48 

6 30.48 

90 deg arrays 

H=0.447 cm 

4 15.24 0 

2.54,3.81 

5.08,7.62 

0.318,0.635, 1.27, 
2.54,3.81 

the plates and not to include the area of the ends of the plates 
perpendicular to the mean flow direction. The minimum free­
flow area for both the in-line and 90 deg arrays was calculated 
based on the geometry of a single array and the core length 
was taken to be the number of arrays in the core times the 
plate length. The minimum free-flow area and core length for 
the staggered arrays are calculated at S = L. Appropriate 
adjustments to these definitions are made and identified when 
the results are compared with other experiments and with 
correlations. 

Two pressure drops were measured at each test point: one 
between tunnel taps located upstream and downstream of the 
core and one between two core static taps machined in the 
aluminum plates. The 0.66-mm-dia core static pressure ports 
were located 1.9 cm to 2.54 cm from the balsa wood side 
walls. One of these ports was 1.9 cm downstream from the 
leading edge of the center plate in the first array and the other 

N o m e n c l a t u r e 

A,. = 

core heat transfer area excluding area of plate edges 
= number of plates x 2LW,m2 

core minimum free-flow area, m2 

b = plate wake width = plate thickness plus 2 x 
momentum thickness of boundary layer at the exit 
of the first plate array, m 

cp = air specific heat, J/kg°C 
d = hydraulic diameter = 4 rh, m 
/ = Fanning friction factor = {rh/Lp)[&pc/{G2/2p)\ or 

(rl,/L*)[^Pl/(.G
2/2p)-Kc-Ke] 

G = core mass velocity = m/Ac, kg/m2s 
h = heat transfer coefficient, W/m2 °C 

H = transverse plate spacing, Fig. 1, m 
j = Colburn factor = (h/Gcp)Vr2/l 

Kc = core entrance pressure loss coefficient, see [10] 
Ke = core exit pressure loss coefficient, see [10] 
L = plate length, Fig. l ,m 

L„ = distance between core static pressure taps evaluated 

L* = 

m 
Pr 

Re6 

Rerf 

rh 

S 
t 

w 
0 

4Pc 
AP, 

P 

at S = 0 for in-line and 90 deg arrays and at S = L 
for staggered arrays, m 
flow length over heat transfer surface of core = 
total core length at S = 0 for in-line and 90 deg 
arrays and at S = L for stagged arrays, m 
air mass flow rate, kg/s 
Prandtl number 
Reynolds number based on plate wake width = 
Gb/ix 
Reynolds number = dG/p. 
hydraulic radius = ACL*/A, m 
longitudinal plate spacing, Fig. 1, m 
plate thickness, Fig. 1, m 
plate span, m 
frequency, Hz 
pressure drop between core static pressure taps, Pa 
pressure drop between tunnel static pressure taps, 
Pa 
dynamic viscosity of air, Pa s 
density of air, kg/m3 
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was 0.32 em upstream of the trailing edge of the center plate
in the last array. The pressure drop measurements are
presented in terms of an apparent friction factor. The
definitions used to calculate these friction factors are
presented in the Nomenclature. The entrance and exit loss
coefficients required to reduce the pressure drop between
tunnel taps to a friction factor were taken to be the same as
those presented in [10] for flow through flat-duct passages.

Flow visualization was performed using a Schlieren
technique. During flow visualization, two insulating plugs in
the test section side walls are removed and replaced with 3 em
by 5 em glass viewing ports. Part of the plate array side
supports are also cut away to expose a section of the plates.
Four of the original plates in one array are replaced with
composite plates of identical outside dimensions, but in­
corporating internal electric resistance heaters. The thermal
boundary layers formed over the heated plates are made
visible by the Schlieren method. The setup used in this in­
vestigation is depicted in plan view in Fig. 2. The light source
is the bulb on a General Radio Type 1531-AB Strobotac. The
bulb, oriented to form a horizontal line source, produces a
flash with a duration of about one microsecond. Two knife
edges, also oriented horizontally (but shown vertically in Fig.
2 for illustration), intercept light which has been turned up or
down in the test section due to vertical temperature gradients
in boundary layers and in the wakes. The image of the core
with darkened thermal layers is focused on a viewing screen or
photographic film plate.

Average heat transfer coefficients for each test core were
determined at various flow rates using a transient technique
which is a variant of the so-called single-blow test technique.
This accurate and rapid test, utilizing a digital data
acquisition system and a curve matching evaluation criterion
based on numerical solutions of the core response equations,
is described in [7].
Results and Discussion

Facility Calibration. A complete description of the wind
tunnel, instrumentation, and test technique is presented in [7].
The results of one experiment run to validate the facility are
reproduced here for completeness. In this experiment a core
consisting of equally spaced horizontal plates was tested.
Each of the aluminum plates measures 0.154 em thick, 15.24
em wide, and 22.86 em long. The vertical spacing between the
plates is 0.447 em. The plates were assembled into a single
array by the methods described earlier. This core, with
continuous plates, is comparable in size and shape to the
interrupted-plate cores to be discussed next.

The test results are summarized in Fig. 3. They are in good
agreement with theory for developing flow between parallel
plates of infinite aspect ratio with constant wall temperature.
Furthermore, the average friction factor determined from the
measured pressure drop between the core taps is in good
agreement with that calculated from the pressure drop be­
tween tunnel taps. The estimates for the uncertainty in the
results given in [7] also apply to the work to be described here.
The uncertainties depend on the operating point. The
maximum uncertainties are estimated to be ± 8 percent for},
± 5 percent for f, and ± 3 percent for Red' The uncertainty
in} is less than ± 2 percent for Reynolds number below about
4000.

Flow Visualization. Photographs of the visualized flow in
the passages and between in-line arrays appear in Fig. 4. The
photos are arranged in columns according to streamwise
spacing and in rows according to Reynolds number. The flow
is from left to right with the four center upstream plates
heated. While both upstream and downstream plates are of
identical dimensions, the upstream plates appear thicker due
to the attached thermal boundary layers.

Three distinctly different flow regimes can be identified in
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Fig.2 The Schlieren system used for flow visualization.

Red = 3000 __-===

Red =6000

Red

Fig. 3 Heat transfer and friction factors for a continuous plate core;
theories of Shah [12] and Stephan [13].

Fig. 4 The effect of Reynolds number and spacing on the flow be·
tween in·line arrays, t '" 0.222 cm, L = 3.81 cm. Top row, Red = 500.
Middle row, Red = 3000. Boltom row, Red = 6000. The view is between
the first and second array in a core consisting of six arrays. The flow
direction is from left to right.
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Fig.5 Paired symmetric flow, t == 0.318 em, L == 3.81 em, S == 1.27 em,
and Red == 3000; the flow direction Is Irom left to right.

these photographs. They are classified as: steady, general
unsteady, and periodic unsteady. The steady flow region is
characterized by smooth and straight boundary layers found
over the upstream and downstream plates and in the
streamwise space between plate arrays. For example, see Fig.
4, S == 0.318 cm, Red == 500 and 3000. The general unsteady
flow region is characterized by boundary layers that undulate
after they leave the trailing edge of the upstream plate. The
amplitude of the unsteadiness continues to grow as the flow
proceeds downstream between the plate arrays. In many
cases, the boundary layers appear to develop into tur­
bulentlike flow structures which completely fill the passages in
the next downstream array. An example is the flow in Fig. 4
for S == 1.27 cm at Red == 3000.

The flow in the general unsteady region appears to be more
three dimensional than that observed by Roadman and
Loehrke [14J for flow between two plates in a water channel.
This may be due, in part, to the difference between Roadman
and Loehrke's dye visualization which taps a single streakline
and the present Schlieren technique which averages over the
entire plate span of 15.24 cm. The three-dimensional ap­
pearance may be due to slight random transverse wiggles in a
nominally two-dimensional vortex. This three-dimensional
turbulentlike character was also observed by Loehrke and
Lane [4] and Mochizuki and Yagi [16] by dye visualization of
water flow through arrays of plates.

The periodic unsteady flow region is characterized by
periodic, synchronized vortex shedding from the trailing
edges of the upstream plates. One or more vortex may occupy
the space between plate arrays. This organized, two­
dimensional flow persists in the next downstream
passageway. For example, see Fig. 4, S == 0.635 cm at Red ==
6000. An audible tone always accompanies this periodic
unsteady flow and is further discussed later.

These three flow regions were observed for both in-line and
staggered arrays. No periodic region could be detected for the
90 deg arrays. An additional flow phenomenon was
documented for in-line arrays of thick plates and for the 90
deg arrays. A "paired symmetric" flow was discovered and is
illustrated in Fig. 5 for thicker plates at Red == 3000 and S ==

Red == 10000
Periodic
unsteady

flow

Fig.6 Flow over plates in a staggered array, I == 0.22 em, L == 2.54 em,
S = L; the flow direction is from lelt to right.

1.27 cm. This flow falls in the general unsteady region. It is
characterized by diverging and converging boundary layers
extending from trailing edges of alternate upstream plates into
the streamwise gap. The repeating pairs of converging and
diverging boundary layers prompted the "paired symmetric"
identification. The main flow alternately bows out then in,
during its course through the streamwise gap. This mean-flow
pattern is bistable. Small disturbances can cause the flow
pattern to flip. This "paired symmetric" pattern was also
observed in the 90 deg arrays at S == 1.27 cm and Red == 1500
and 3000. Similar flow behavior was investigated by Corrsin
[151. who made velocity and temperature measurements in the
flow in a wind tunnel downstream from a high-solidity, two­
dimensional grid formed from paraJ]e] rods. He found that
the jets issuing from between the rods were unstable, and he
recorded twei alternate flow configurations resulting from the
instability. Although his flow configurations are different
from the "paired symmetric" modes identified here, the
bistable nature of the flow is similar.

Photographs of the visualized flow in the passages of
staggered plate arrays appear in Fig. 6. Only the central twO
plates are heated. The picture at each Reynolds number is a
composite of two photographs taken at different times: one of
the trailing edges and one of the leading edges of the heated
plates. The plate support structure partially obstructed the
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view making it impossible to capture the entire plate at one
time. Again, the flow is from left to right with all plates of the
same dimensions. The visualized plates are in the second array
and there are no plates directly upstream. The two center
plates appear thicker due to the attached thermal boundary
layers. The three flow regions identified with the in-line arrays
are distinctly evident in the staggered arrays. At Red = 500,
the flow is steady as shown in Fig. 6. The flow is also steady at
Red = 750 but by Red = 1500 unsteady wake motions are
detectable. The strong influence of the unsteady wakes of the
upstream plate array on the boundary layers on the heated
plates is detectable in both the general unsteady and in the
periodic regions. In contrast, the flow along the side of the
plates in the in-line arrays tested appeared much more
tranquil. The boundary layers appeared to be hardly
disturbed even though the wakes were unsteady.

The flow between different pairs of plate arrays was ob­
served in in-line arrays at certain fixed values of Reynolds
number. These observations indicated that the flow regimes
did not depend on streamwise location. This is corroborated
by the observations in water by Loehrke and Lane [4] and by
the relatively sharp transitions noted in} andfwith changes in
Reynolds number at small S (see next section). In contrast,
Mochizuki and Vagi [16] found that for deep cores with many
staggered arrays or stages in the flow direction the Reynolds
number at which the transition to unsteady flow occurs near
the front of the core may be three times greater than the
Reynolds number at the beginning of transition in the
downstream sections of the core.

Termination
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.r~
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Red=8690 .. _
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--
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Red = 7070
1'=1983HZ

Red ='8917
13= 2654 Hz

Red =7617
1'=2331 Hz

2600

Audible Tones. The periodic unsteady flow region was
studied in more detail using the core geometry which
produced the strongest audible tones. Sound measurements
were made and frequencies recorded over the Reynolds
number range in which audible tones occurred. Additionally,
photographs of the visualized flow were taken during the
occurrence of the tones. The data are given in Fig. 7 and are
plotted in Fig. 8. The general behavior of these tones is that
they occur in stages. The left column in Fig. 7 shows the
conditions at the onset of an audible tone in a particular stage
as the wind tunnel velocity is increased from zero. The right
column shows conditions just prior to the jump in frequency
to the next stage. The first tone was found to be very weak;
thus data were taken starting with the second tone and
continued through to the fifth tone. A sixth tone was observed
at the wind tunnel fan speed limit. The frequencies of the
observed tones were well correlated with flow speed but not
correlated at all with fan speed which never exceeded 3000
rpm.

Photographs of the visualized flow in Fig. 7 clearly show
the periodic unsteady flow structure associated with the
audible tones. For all of the tones, a single vortex occupies the
streamwise gap and the vortex shedding is synchronized, but
not always in phase. The second tone shows all vortices
shedding in phase. The third tone shows the bottom two plates
shedding vortices in phase and the top plate shedding vortices
out of phase with the second from the top plate shedding no
distinct vortex street. This nonshedding plate is located on the
wind tunnel centerline. With the fourth tone, the top three
plates are shedding vortices in phase while the bottom plate is
shedding a weakly organized vortex. The fifth tone possesses
the same vortex shedding mode as the third tone. The
frequency plotted against Reynolds number, in Fig. 8, shows
the staging of the four tones.

Loehrke and Lane [4] made amplitude and frequency
measurements of audible tones in the same wind tunnel but
with different heat exchanger cores. By increasing the wind
tunnel velocity, they found a peak in amplitude right after the
onset of a given tone. This was followed by a continuous
decrease in amplitude up to the termination of the tone.

--

Firth stage

Red=10,956" _
I' = 2975 Hz

Red = 9748
13=2931 Hz

2200

3000r------,----,-----,-----.

~

N
J:

~econd

Fig. 7 Vortex shedding patterns in different stages of periodic un·
steady flow in in·line arrays, t = 0.127 em, L = 3.81 cm, S = 0.318 cm;
view is between arrays with the flow direction from left to right.

1800C-__---l '-- -'- ..J

7000 9000 11000
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Fig. 8 Frequency staging of the audible tones for two, in·line arrays, L
= 3.81 cm,t = 0.127cm,S = 0.318cm.
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Fig. 11 Performance of four In·line arrays, t =0.127 em, L = 3.81 em
S = 1.27 em; shaded symbols indicate audible tone. '
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Fig.9 Performance of four in·line arrays, t = 0.127 em, L = 3.81 em,
S = 0.318 em; shaded symbols indicate audible tone.

between steady, unsteady, and periodic flows could be
correlated with transitions in heat transfer and pressure drop
for the parallel plate cores but not for the perpendicular plate
core. The transition to paired symmetric flow did not appear
to strongly influence either heat transfer or pressure drop.
The results of test on in-line arrays best illustrate the effect of
the flow regimes on heat transfer and pressure drop. This is
because the streamwise spacing between plates could be
reduced to zero in the in-line geometry creating a core with
continuous uninterrupted passages. The performance of this
core served as a benchmark from which augmentation due to
interruption could be measured. The heat transfer and
pressure drop measured at zero spacing agree well with the
predictions for laminar developing flow in a rectangular duct
of infinite aspect ratio and constant wall temperature as given
by Stephan [13] and Shah [12] up to Red = 3000. At higher
Reynolds numbers a gradual transition to turbulent flow is
evident. The augmented peformance can be observed to
evolve as the spacing between arrays is increased from zero.
Three stages in this evolution are pictured in Figs. 9-11. At
the smallest spacing, Fig. 9, the performance of the core is
almost identical to that for S = 0 up to Red = 4000. The solid
lines in these figures represent the laminar duct flow theory
for a channel 15.24 em long, the total plate length in the flow
direction for these four-array cores. The photo insets confirm
that the flow is steady at Red = 500 and 3000. Above Red =
4000, j and! jump up in value and an audible tone is heard
indicating transition to periodic unsteady flow. At larger
spacings, Figs. 10 and II, transitions in j and! take place at
lower values of Red' Flow visualization indicates that these
transitions represent the effects of changes from steady to
general unsteady flows. Periodic unsteady flow may still
occur at the higher Reynolds numbers and a further change in
the slopes of j and!curves may be observed.

Yang [21] reports three kinds of heat transfer augmentation
in perforated surfaces based on transitions observed in the
variations of j and! with Reynolds number. He identi fied the
low Reynolds number region as laminar, the medium
Reynolds number region as second laminar or transitional,
and the third region as turbulent. The transitions which he
observed may be related to those identified in this study, but
the flow visualization results clearly indicate that the
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Red =3000
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These observations indicate that the vortex shedding is
being synchronized by interaction with resonant acoustic
modes. Such modes were first observed and calculated by
Parker [17, 18] for a single plate array or cascade. Related
flow visualization has recently been reported [19]. The
transverse dimensions of the wind tunnel test section or heat
exchanger core are important in establishing the resonant
frequencies while the plate dimensions and flow velocity set
the shedding frequency. When these frequencies are com­
parable, periodic flow and noise emission should occur.
Fundamental research on this important resonance
phenomenon continues [20] but it remains to be shown how
the resonant modes for in-line and staggered plate arrays
relate to those calculated for a single plate cascade.

Heat Transfer and Pressure Drop. In general the transitions

o

103

Red

Fig.10 Performance of four in·line arrays, t = 0.127 em, L = 3.81 em,
S = 0.635 em; shaded symbols indicate audible tone.
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Fig. 13 Performance of four in-line arrays, t = 0.318 cm, L = 3.81 cm; 
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mechanisms responsible for the transitions observed here are 
different from those implied by his classification. 

Unsteady flow may be the rule rather than the exception at 
large values of plate spacing. At the practically important 
spacing S = L, transition to unsteady flow occurs at Rerf = 
380, for the arrays described in Figs. 9-11. Roadman and 
Loehrke [14] found that the boundary between steady and 
unsteady flow between two plates scaled with the plate wake 
width b and that the flow will be unstable for Re6 £: 150 for 
large plate spacing. The relationship between Reynolds 
number based on plate wake width and Reynolds number 
based on hydraulic diameter depends on the core geometry. 
For the in-line arrays of thick plates, the two Reynolds 
numbers are of the same order and transition from steady to 
unsteady flow at large S takes place near the lower end of the 
Reynolds number range"tested. In this case, the transition 
point is not obvious in they and/curves. Transition in the in­
line arrays of thin plates and in the staggered arrays takes 
place at higher values of Reynolds number based on hydraulic 
diameter but still at values of Reynolds number based on plate 
wake width comparable to those reported in [14]. Data from 
those present tests of in-line arrays in which a distinct tran­
sition in j and / could be identified are compared with the 
results of [14] in Fig. 12. 

A composite plot of y and / as a function of Reynolds 
number for a number of plate spacings is shown in Fig. 13 for 
a different in-line core. Also shown are theoretical lines for 
developing laminar duct flow. The number in parentheses 
behind j and/indicates the length in centimeters of the duct. 
Thus, the line marked j (15.24) represents the average heat 
transfer factor in a duct of height H and length 15.24 cm. This 
length corresponds to the sum of the plate lengths in this four-
array core and also to the total core length when S = 0. The 
curve marked/(15.24) represents the average friction factor 
in developing duct flow over the distance between the two core 
taps when S = 0. As mentioned earlier this theoretical limit 
describes well the measured core performance when S = 0 up 
to the Reynolds number where transition to turbulence is 
noted. 

Also shown in Fig. 13 are two lines marked j (3.81) a n d / 
(3.81). These are for developing flow in a duct of length equal 
to the individual plate length L. They provide an indication of 
the expected performance of a similar core with zero thickness 
plates and infinite plate separation in steady flow. They are 
included for reference only and do not necessarily represent 
upper limits fory o r / i n an actual core. At small S and low 
Re(/, the partially developed channel flow will be passed from 
one array to the next with little change and thus the ex­
perimental data will lie much closer to the lower j and/sol id 
lines than to the upper ones. This is seen at S = 0.318 cm, 
where nearly theoretical laminar flow behavior is observed in 
Fig. 13, until transition to unsteady flow occurs, characterized 
by an abrupt, large rise iny and/values. On the other hand, 
heat transfer from the exposed ends of the plates and 
thickness-related pressure drop would tend to yield larger 
apparent/' and / . Likewise, especially at large S and high Re,/, 
turbulence induced by flow over the interrupted segments 
should augment the laminar heat transfer and friction. This is 
seen at the larger streamwise spacings in Fig. 13, where 
transition from steady flow occurs at lower Reynolds num­
bers. 

The behavior of all of the in-line test cores was qualitatively 
similar to that shown in Fig. 13. For spacings of S > 1.27 cm, 
the j and / data are seen to congregate along narrow bands. 
These narrow bands form upper boundaries for the j and / 
data and include the S = L or natural spacing case. The heat 
transfer augmentation, defined as the ratio of the heat 
transfer rate at a given flow rate in an interrupted channel to 
that in a channel with continuous walls of the same material 
length, can be inferred directly from they values in Fig. 13. 
This augmentation depends on Reynolds number. For 
Reynolds numbers around 1000, this ratio is about 2 for the 
data shown in Fig. 13. The augmentation will also depend on 
the overall core length. For the relatively short core for which 
these data were taken, the laminar flow is in development over 
much of the length of the continuous passage. For a longer 
core, the baseline j for laminar flow would be lower. The 
development length of the unsteady flow in interrupted 
passages is much shorter. Pressure profiles measured through 
staggered arrays at Reynolds numbers of 1000 and 4000 show 
a constant gradient beyond the first array. The experiments of 
Sparrow and Hajiloo [22] indicate that the flow development 
is very rapid in the unsteady flow regime. Their per-plate heat 
transfer coefficients, measured in a staggered plate array, 
were the same for the second and all subsequent rows. 
Consequently, the augmentation in deeper cores should be 
even larger. 

For clarity of presentation only, the friction factor based on 
the pressure drop between core taps is shown in Fig. 13. The 
agreement between the friction factor based core and tunnel 
pressure drops which are shown in Figs. 9-11 is typical for the 
interrupted-plate cores tested. The friction factors shown in 
Fig. 13 change roughly the same way as the heat transfer 
factor in response to changes in Reynolds number and plate 

Journal of Heat Transfer MAY 1986, Vol. 108/383 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



6X10 

J (») "1 Theory for 
f (*) J duct flow 

developing laminar 

10 
2X102 

* Denotes passage length, cm 
I I L _ 

10° 10" 
Re„ 

Fig. 14 Performance of four 90 deg arrays, f = 0.222 cm, L = 3.81 cm. 

io-

10 

- 1 — I I I I I I — 

o Tunnel Taps 
A Core Taps 

[ 8 ] 
[ 6 ] 

-. [ 2 2 ] 
[23 ] 

10 
4X10E 

Reri 
10" 

Fig. 15 Performance of six staggered arrays, f = 0.222 cm, L = 5.08 
cm, S = L, compared with the literature; shaded symbols indicate 
audible tones. 

spacing. As a result, the ratio j/f remains higher for this 
technique of augmentation than for many others. The 
augmentation noted in Fig. 13 is due, in part, to the mixing 
which keeps the hot upstream boundary layers from bathing 
downstream plate segments and, in part, to enhance heat 
transfer at the plate surface itself caused by turbulence 
generated in the space between plates and at the leading edge. 
The boundary layer development may also be interrupted by 
rotating every other array in the streamwise direction by 90 
deg. The performance of such an arrangement is summarized 
in Fig. 14. The heat transfer augmentation is comparable to 
the maximum shown in Fig. 13 for in-line arrays. The per­
formance of the 90 deg arrays is much less sensitive to 
streamwise spacing than that of the in-line arrays. Except for 
S = 0, all of the data in Fig. 14 are contained within narrow 
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Fig. 16 Comparative performance of equal number of plates, t = 0.222 
cm, L = 5.08 cm, S = L in three in-line arrays and in six staggered 
arrays; shaded symbols indicate audible tone. 

bounds. The transition from steady to unsteady flow between 
arrays observed in flow visualization tests is not reflected in 
transitions inj o r / . No periodic flow regime was observed for 
this arrangement. The friction factor plotted in Fig. 14 is 
based on the pressure drop between core taps. The flow area 
Ac used for reducing the data for the 90 deg arrays was based 
on the unblocked area between parallel plates. 

A limited amount of data were obtained for staggered plate 
arrays. The support structure for these arrays limited the 
smallest spacing which could be obtained between plates to 
S = L . Very little difference in performance was observed 
between cores with S = L and S = 1.5L. Measured data from 
one core with S = L will be presented here. Because of the 
similarity between this geometry and that of the offset-fin 
heat exchanger surface, there is considerable opportunity for 
comparison, with related data in the literature. In order to 
facilitate this comparison a slight change in the definitions 
used to reduce the data will be made for those data presented 
in the last two figures of this paper. Specifically, A will be 
taken to be the entire surface area of the core including the 
area of the leading and trailing edges of the plates. With this 
change the definitions given in the Nomenclature for 
staggered plates with S = L are in agreement with those 
employed by Webb and Joshi [6]. 

The data for one core with staggered arrays are shown in 
Fig. 15. Also shown are lines representing data from other 
sources or correlations for offset-fin cores. The data of 
Sparrow and Hajiloo [22] are for a core of parallel plates with 
nearly the same thickness ratio, t/L = 0.042, and aspect ratio 
W/H as the core tested here but with a length ratio, L/H = 
1.0, compared with L/H = 4.6 for the present core. The 
comparison shows an increase iny and / , as expected, with a 
decrease in L/H. The data of Mochizuki and Yagi [23] for 
strip fins of nearly the same length ratio, L/H = 5.0, but 
smaller thickness ratio, t/L = 0.02, and smaller aspect ratio 
show closer agreement with the present results. The measured 
friction factors are within about 20 percent of the values 
predicted for this core using the correlation of Webb and 
Joshi [6]. The two-part correlations of Wieting [8] agree well 
with the measurements in some regions and very poorly in 
others. 

Some insight into the behavior of the staggered arrays can 
be obtained by comparing the performance with that of a 
similar core of in-line arrays. Two such cores with equal 
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numbers of plates are compared in Fig. 16. These cores also 
have the same frontal area and total length. (In reducing the 
data, for this comparison only, the in-line core length L* was 
taken to be the number of arrays times (L + S).) The 
dimensions of the plates are t = 0.222 cm and L = 5.08 cm. 
The hydraulic diameters of the two cores and the minimum 
free-flow areas are the same, so the mass flow rate through 
each core is identical at the same Reynolds number and the 
pressure drops and heat transfer rates are identical at equal 
values of / and j , respectively. The lines connecting the data 
points in Fig. 16 are sketched to aid in illustrating trends. 

The trends indicate that the flow in the staggered arrays is 
undergoing a transition from steady to unsteady over a broad 
Reynolds number range. Over this same range the flow 
between in-line plates at S = L is unsteady. Flow visualization 
confirms that the transition from steady to unsteady in the 
staggered array takes place at around a Reynolds number of 
1000. In this sense the flow in staggered arrays seems to be 
more stable than that in in-line arrays. Throughout the range 
of Reynolds number shown in Fig. 16 the ratio j/f is higher 
for the staggered arrays than for the in-line arrays. 

The relative behavior is qualitatively consistent with the 
picture one obtains by viewing the staggered core as a con­
figuration obtained by moving every other plate in the in-line 
core downstream one plate length. Instead of high velocity 
jets expanding into relatively large void regions between 
widely spaced arrays of in-line plates one has a more uniform 
velocity distribution throughout the staggered core with 
relatively moderate, localized acceleration and deceleration as 
the fluid passes from one array to the next. Thus, the smooth 
flow through the staggered arrays at low Reynolds numbers, 
as seen for example in Fig. 6 at Re = 500, is substituted for 
turbulent flow through the in-line arrays which, for example, 
is evident in Fig. 4 at large S even at Re = 500. 

Conclusions 

Three regimes are identified in the flow through arrays of 
parallel plates. Steady, general unsteady, and periodic un­
steady flow are observed in cores composed of in-line and 
staggered parallel plates. No periodic regime is detected in the 
flow in cores composed of 90 deg arrays of parallel plates. 

An enhancement of over 100 percent in the average heat 
transfer coefficient in a parallel-plate core may be realized by 
interrupting the surface. In interrupted surfaces modeled by 
arrays of in-line and staggered parallel plates this en­
hancement occurs, in a large part, because the flow becomes 
unsteady in the wake of plate segments. The wake un­
steadiness promotes mixing of the separated boundary layers 
and, at least for staggered arrays, disrupts the boundary 
layers growing on the subsequent downstream plates. These 
mechanisms do not seem important for the enhancement 
noted in 90 deg arrays. 

The transition from steady to unsteady flow occurs at a 
critical value of Reynolds number. This critical value 
decreases with increasing streamwise spacing between plates 
and with increasing plate thickness. The transition is better 
correlated by a Reynolds number based on plate wake width 
than by a Reynolds number based on passage hydraulic 
diameter. The transition boundary indicated by sudden 
changes iny and/with changes in Reynolds number for in-line 
arrays closely follows that measured for the flow between two 
separated plates. The transition in staggered arrays appears to 
take place at a slightly higher Reynolds number than in in-line 
arrays. 

A strong acoustic emission is noted in the periodic flow 

regime. The flow character observed under conditions of 
acoustic emission indicates that this emission is associated 
with a resonance which depends on the transverse dimensions 
of the entire core. The modes observed by flow visualization 
are similar to those described by Parker [17] for flow through 
a cascade of parallel plates. 
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Heat Transfer From a Single 
Cylinder, Cylinders in Tandem, 
and Cylinders in the Entrance 
Region of a Tube Bank With a 
Uniform Heat Flux 
An experimental technique for obtaining a uniform wall heat flux has been used to 
determine the local heat transfer coefficients around a cylinder. Data are presented 
for a single cylinder, for cylinders in tandem, and cylinders located in the entrance 
of a tube bank. Results are compared to those of other studies with uniform wall 
heat flux. For the single cylinder, these are found to depend upon blockage, aspect 
ratio, and free-stream turbulence. For both inline and staggered tube arrangements, 
the heat transfer coefficient distribution depends on row location but appears to be 
nearly established by the third row. 

Introduction 

An experimental technique has been developed for ob­
taining heat transfer measurements from a surface to a fluid 
for the wall condition of uniform heat flux [1]. The method 
employs a thin gold-coated plastic sheet mounted on a rigid, 
low thermal conductivity surface of a desired shape. One 
particular application has been the measurement of local heat 
transfer coefficients from circular cylinders in external flow 
situations. Baughn et al. [1] have shown that accurate 
uniform wall heat flux measurements can be obtained with 
minimal internal conduction effects. 

In this paper, we report results of a study using the in­
strumented cylinder described in [1] for three different 
geometric arrangements: a single cylinder, cylinders in tan­
dem, and cylinders in the entrance region of tube banks. The 
study was limited to a single set of pitch ratios for each 
arrangement and to two subcritical Reynolds numbers. 

Our objectives are (1) to establish a reliable set of data with 
a well-established boundary condition of a uniform heat flux 
surface, and (2) to compare results with previous studies. 

The importance of specifying the thermal boundary con­
dition has been stressed by Zukauskas [2] and Papell [3]. Most 
studies either have presented data without specifying the 
boundary condition or have failed to differentiate clearly 
between them when comparing results. The constant wall 
temperature and the uniform wall heat flux have been the 
most commonly studied cases, although perhaps not the most 
practical. For the single cylinder, the studies of Achenbach [4] 
and Kraabel et al. [5] have shown that reliable measurements 
can be obtained for a constant wall temperature. 

A uniform heat flux surface cylinder appears deceptively 
simple to construct, yet results for the single cylinder show 
much divergence, especially over the rear portion of the 
cylinder [6, 8-10]. A key problem is that internal conduction 
can occur due to the surface temperature variation. The 
particular methods employed to handle this problem may 
account, in part, for the different results obtained. Since all 
but one of the cylinders listed in the above studies were used in 
subsequent tests in either the tandem or tube bank 
arrangements, with which we compare our results, it is im­
portant to examine the heat transfer characteristics of each 
cylinder design first. 

'Authors are listed in alphabetical order. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
14, 1985. 

Most studies present and discuss local and mean heat 
transfer coefficient data. While the mean value has a physical 
significance for constant wall temperature, it lacks one for 
uniform wall heat flux. Therefore, it is not useful and is not 
part of our discussion. 

Single Cylinder. Interpretation of the heat transfer 
coefficient distribution requires a knowledge of the flow, 
particularly in the separated region. A recent laser 
anemometry study [11] has examined this flow and presents 
data of the time-averaged flow properties. In the subcritical 
Reynolds number range three distinct regions are shown to 
exist: (1) a laminar boundary layer development up to 
separation - which is between 80 and 85 deg - depending upon 
the Reynolds number; (2) a free shear layer which can be 
either laminar or turbulent depending on the Reynolds 
number and which flaps near the vortex shedding frequency; 
and (3) an area of complete turbulence - called the formation 
region-which persists until a periodic wake forms down­
stream. This last region consists of two parts: the separated 
turbulent shear layer and a recirculation bubble. The recir­
culation bubble length is indicative of the strength of mixing 
in this region; the shorter the length the stronger the process. 
The formation length is important in all multiple-tube 
geometries as it determines whether the turbulent separated 
shear layer impinges directly on downstream tubes or forms a 
periodic wake first. 

The variation in the heat transfer coefficient distribution 
can be explained in terms of these regions. In the laminar 
boundary layer, theory and experiment agree. Since in this 
region the Nusselt number is proportional to VRe, it is com­
mon to define a Frossling number Fg as Nu/VRe. The Fross­
ling number is a normalized Nusselt number. Both constant 
wall temperature and uniform heat flux boundary conditions 
yield a Frossling number at stagnation (0 = 0 deg) of 0.95 for 
air, but the latter boundary condition gives higher values in 
the rest of the region. After separation, the results depend on 
the Reynolds number. At high values of the Reynolds number 
the transition to turbulence takes place at separation and the 
turbulent shear layer flaps; this yields strong mixing with an 
associated increase in the heat transfer coefficient, a process 
which increases with the Strouhal frequency. In contrast, at 
low values a laminar free shear layer exists for a short 
distance. Mixing is still present but its strength is much 
reduced which accounts for a less rapid increase or even a 
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constant heat transfer coefficient before transition to tur­
bulence. Over the rear portion of the cylinder surface, the heat 
transfer coefficient is directly related to the strength of the 
mixing process described above. As the Reynolds number 
increases, the bubble size decreases and a more vigorous heat 
transfer process takes place. 

An important feature of this flow is the free-stream tur­
bulence and its effect on the heat transfer coefficient. Its 
largest influence appears to be in the laminar region [9,10, 12, 
13]. However, these studies are inconclusive as to its effects in 
the separated region, if at all. Studies [12, 13] show that its 
effect on the heat transfer coefficient in the laminar region 
depends upon the turbulent intensity and the integral length 
scale; correlations for the increase of the heat transfer 
coefficient are presented in terms of these two parameters. 
They show that values as low as 0.7 percent turbulence will 
cause an increase in the heat transfer coefficient. This feature 
will be important when comparisons are made for single 
cylinders. The real importance, however, will be when the 
separated shear layer from an upstream cylinder impinges on 
a cylinder where it has dramatic effects on the laminar region. 
The correlations presented in [12, 13] will be used to estimate 
the increase in the heat transfer coefficient for this latter case 
and will be shown to agree with measured values. Sikmanovic 
et al. [9] demonstrated that if sufficient free-stream tur­
bulence is present, the heat transfer coefficient distribution 
shows two minimums which are attributed to a laminar 
separation, a turbulent reattachment, and a final turbulent 
separation. 

Tandem Cylinders. For the heat transfer process, the 
critical spacing of cylinders seems to be the length of the 
formation region. For closer spacings, the upstream free shear 
layer impinges on the cylinder and a closed recirculation 
region forms between the cylinders [6, 8, 14-16]. The 
longitudinal pitch ratio of 2 used in this study falls marginally 
within this condition. 

The impingement angle depends on the angle at which the 
shear layer separates from the upstream cylinder. For a pitch 
ratio of 2, separation from the first cylinder is around 85 deg; 
reattachment and separation for the second cylinder are 60 
and 115 deg, respectively; and reattachment and separation 
for the third cylinder are 28 and 115 deg, respectively. Eastop 
and Turner [15] show a slight dependency of these values on 
Reynolds number and a pattern which repeats itself after the 
third cylinder. The angle of reattachment corresponds to the 
point of maximum pressure. The data from several studies 
show conflicting evidence on the location of Fgmax for 
cylinder 2; one study [8] shows it to coincide with 9a while 

other studies indicated 6a to be on either side of it [6, 7]. For 
cylinder 3, da is considerably forward of Fgmax [8]. 

A laminar boundary layer develops downstream from 
Fgmax °n the second and on the third cylinders [7, 8]; the heat 
transfer coefficient is enhanced due to the turbulence in the 
impinging free shear layer. A difference of opinion exists as to 
what happens at the end of the laminar boundary layer. One 
suggestion is that separation occurs with a turbulent reat­
tachment and then a second separation [8], while another 
suggestion is that the boundary layer makes a transition to 
turbulence before separation [6, 7]. 

Upstream of Fgmax in the recirculation region between 
cylinders, the heat transfer coefficients are similar to the 
distribution for a single cylinder from the rear stagnation 
point forward. It is doubtful that a laminar boundary layer 
exists forward of 6a as is reported by one study [7], that is the 
Frossling number is dependent on the Reynolds number [15]. 

Tube Banks. Heat transfer within tube banks depends 
upon four parameters: (1) the tube arrangement (inline or 
staggered), pitch ratios, and location of the row; (2) the 
Reynolds number; (3) thermal boundary conditions; and (4) 
surface roughness. Several studies have examined these 
parameters [2, 8, 14, 17, 18]. Our study is concerned with 
smooth tubes only. For both staggered and inline 
arrangements, the first row acts much like a single tube but 
with mild blockage, that is acceleration delays the separation; 
therefore, the point of minimum heat transfer moves rear­
ward. 

In staggered tube arrangements, the Frossling number 
distribution over the second row surprisingly shows no effect 
of turbulence in the boundary layer region. The combination 
of blockage and turbulence causes the laminar separation 
point to move rearward apparently with no reattachment after 
separation. 

The strong turbulence generated within the separated shear 
layers in the first two rows becomes established by the third 
row with the result that the flow pattern and heat transfer 
coefficient distribution change little in subsequent rows [18, 
19]. Although a laminar boundary layer develops from the 
stagnation point (0 = 0), it is influenced by the high tur­
bulence and, in fact, becomes turbulent itself before 
separation [18]. The transition may be discerned in the 
Frossling number distribution by the appearance of two local 
minimums corresponding to the transition and turbulent 
separation. The transition moves forward with an increase in 
Rec. 

For inline tube bank arrangements, the flow field and heat 
transfer coefficient patterns are similar to those of tandem 
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Thermocouple Wire (Typical of 16 Mounted Around Cylinder Circumference 

Polyurethane Foam-Filled Cylinder 
D = 0.051 Meters L = 0.273 Meters 

Coating of Electrodag For Electrical 
Continuity Across Cylinder? 

Machined Brass End Plug 
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Used For 4-Wire Resistance and Voltage Measurements of Cylinder 

Fig. 1 Diagram of instrumented cylinder 

TEST T 2-2 TEST T 2-3 

—o © —o ©o 

TEST I L2 -3 

O". 
©--

o 
o 

— © Q-F 
O O-'. 
O O-'. 

OO O 
O O O 
O © O 
o o o 
o o o 

o o o o 
o o o o 

—o o © o 
0 0 0 0 
o o o o 

~ o ^ o o 

-°©° 
°o° °6° II 

TEST S 1-2 TEST S 2-3 TEST S 3-4 

Fig. 2 Tube arrangements: H represents the heated tube 

cylinders with a modification due to blockage. The blockage 
alters the angle of reattachment and the location of the 
laminar boundary layer separation, and possibly causes a 
turbulent reattachment and a second separation. As in the 
case of staggered tubes, the third or fourth row represents an 
established pattern for succeeding rows [8]. For a pitch ratio 
less than 2, the vortex shedding is suppressed [20]. Lack of 
shedding should result in a decrease in the heat transfer 
coefficient. 

Experimental Procedures 

A diagram of the instrumented cylinder is reproduced in 
Fig. 1. Its details of construction, calibration, and 
measurement reproducibility are given in [1], where also 
effects of internal conduction are shown to be negligible. As 
shown in [1] the heat flux is given by 

yip 
q" = (1) 

R0[1+MT-TR)]*DL 
Once the heat flux is determined, the Frossling number can be 
calculated from 

Fg = 
q"D 

k(Tw-T0-ATaw)Re ( 2 ) 

where ATaw = Ta„ — T0 is a small correction for the 
adiabatic wall temperature [5] and is a function of the 
Reynolds number and the circumferential location. This 
correction was determined in a separate series of runs where 
the tube wall was not heated; it did not exceed a value of 0.15 

Fig. 3 Frossling number distribution for single cylinder with uniform 
heat flux 

K at any position on the cylinder surface. The heat flux was 
adjusted to maintain aT„ - Taw of approximately 5 to 15 K 
so that fluid thermal properties could be taken as constant. 

The estimated uncertainties with odds of 20:1, using 
standard techniques, are as follows [1, 21]: 2 percent for the 
Nusselt number, 1 percent for the Reynolds number, and 2 to 
3 percent for the Frossling number. 

All tests were run in a 0.6 m x 1.0 m test section of an 
open-jet wind tunnel. The free-stream velocity distribution 
upstream was uniform within 1 percent. The free-stream 
turbulence was 0.3 percent at a single cylinder Reynolds 
number of 100,000. For all tests, the aspect ratio was 20; for 
the single and tandem cylinder tests blockage was 0.083. All 
dummy (i.e., noninstrumented) tubes were aluminum, 50.8 
mm in diameter. Only the test cylinder was heated, as was the 
case for other studies compared in this paper. Aiba and 
Yamazaki [6] found that heating all cylinders had little effect 
on their results. A complete description of the experimental 
procedures can be found in Elderkin [21]. 

Results and Discussion 
Figure 2 shows a diagram of the tube arrangements studied 

in our experimental program. All tests were performed with 
pitch ratios of 2, that is a tube spacing of two diameters. 
Arrangements were selected so that test rows contained five 
tubes with a single row behind. In tube bank tests, the 
clearance between the tube set and the tunnel wall was 1.5 
diameters while the clearance between tubes was 1.0 
diameters. This may result in some bypass effect. 

All results are presented in terms of the local Frossling 
number. For the single cylinder, tandem cylinders, and the 
first row of tube banks, this number is defined based on the 
free-stream velocity. For the interior rows of tube banks, it is 
defined in terms of the velocity determined by the minimum 
flow area for a five-tube row, that is Uc = 1.71 Um. By using 
these two definitions we were able to make comparisons in the 
laminar boundary layer region. For clarity we have connected 
the experimental points but in doing so we do not imply that 
this characterizes distribution between the points. 

Single Cylinder. Our results are shown in Fig. 3. The 
dashed line represents the analytical solution for uniform heat 
flux at a Reynolds number of 19,000; the agreement with 
experimental results is excellent up to 80 deg. We attribute the 
slightly higher results near stagnation at the lower Reynolds 
number to a small increase in tunnel turbulence for the lower 
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Fig. 4 Frossling number distribution for tandem cylinders 

flow rate, a characteristic of many tunnels. At the higher 
Reynolds number, we rotated the cylinder so as to achieve 
repeated measurements at each angle. The vertical bars in­
dicate the range of values obtained. Since the uncertainty in 
Fg is within 2-3 percent, the spread represents a lack of 
reproducibility at some locations around the cylinder. 

The angle at which minimum heat transfer occurs moves 
rearward at the lower Reynolds number; this same depen­
dency was found for the constant wall temperature case [5]. 
The delay in recovery of the Frossling number immediately 
after minimum heat transfer at the lower Reynolds number, 
as discussed above, is attributed to the initial laminar free 
shear layer and to the less vigorous mixing in the recirculation 
region. 

Also in Fig. 3, data from other single cylinder tests for a 
uniform wall heat flux surface are shown together with their 
corresponding values of the aspect ratio and the blockage. 
The agreement among all data, including ours, in the 
boundary layer region before separation is good. The higher 
results of Aiba and Yamazaki [6] - with a free-stream tur­
bulence of 0.7 percent-are within the range predicted using 
the correlations from [12], 

The studies of Seban [10] and Sikmanovic et al. [9] involved 
blockage, low aspect ratio, and internal conduction, all of 
which affect the Frossling number. Apelt and West [22] show 
that blockage and low aspect ratio fortify each other to 
produce a pressure distribution that would yield Frossling 
number distributions consistent with the results of these two 
studies. It is difficult to assess the role of internal conduction 
for the data of Sikmanovic et al. [9]. The construction of their 
heated test section which averages results over an 11 deg arc 
also affects their results. 

The divergence of results over the rear 40 deg is puzzling. If 
free-stream turbulence accounts for this, then there should be 
a significant increase in the Frossling number in the laminar 
boundary layer portion, which there is not. We could not 
assess internal conduction effects. The interplay of blockage, 
aspect ratio, and conduction needs further study. 

Tandem Cylinders. Figure 4 shows the results for tests 
T 2-2 and T 2-3 at Reynolds numbers of 27,000 and 36,000, 
respectively. The following features can be noted: (1) The 
maximum Frossling number occurs at 62 deg which 
corresponds to da for a pitch ratio of 2 [7, 8]; (2) a laminar 
boundary layer develops downstream of 6a; (3) a laminar 
separation takes place at 120 deg; (4) the nearly constant 
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values of the Frossling number after separation are not in­
dicative of turbulent reattachment and separation, as 
suggested in earlier studies [7, 8], but rather are similar to the 
distribution for a single cylinder at low subcritical Reynolds 
numbers; (5) a Reynolds number dependency of the Frossling 
number forward of 8a precludes a laminar development as 
suggested in an earlier study [7]; (6) the Frossling number 
distribution over the forward surface is similar to that for a 
single cylinder from the rear stagnation point forward; (7) the 
effect, if any, of the presence of the third cylinder is restricted 
to the wake region. 

The large values of Fgmax can be attributed to the in­
teraction of the turbulence contained in the impinging free 
shear layer and of the laminar boundary layer. If we estimate 
the turbulence at impact to be 0.14 (from the data in [6]) and 
if we take a Reynolds number of 30,000, the Frossling number 
would be 1.4 based on the correlation in [13]; this agrees well 
with our value shown in Fig. 4. 

The flat profile from the measurements of Kostic and Oka 
[7] may be attributable to the combined effects of blockage, 
low aspect ratio, and internal conduction as we noted in the 
discussion of their single cylinder test. 

The results of test 2-3 compare well with those of Aiba and 
Yamazaki [6] and Turner [8]. The maximum value of the 
Frossling number for Turner is 1.46; the correlation in [12] 
gives a value of 1.5 for a Reynolds number of 45,000 and a 
turbulent intensity of 0.14. We agree with Turner that Fgmax 
and 6a coincide. As in the case of the single cylinder, it is 
difficult to assess if thermal boundary conditions played any 
part in the results. „ 

Tube Banks. Runs were made at Reynolds numbers of 
20,000 and 50,000 for each tube arrangement shown in Fig. 2. 
Tests showed that the Frossling number distribution was 
symmetric with respect to the upper and lower half of the 
cylinder. The results were compared to Achenbach's [17] for 
the fifth row at pitch ratios of 2 x 1.4 with constant wall 
temperature and to Turner's [8] for the second and third rows 
at pitch ratios of 2 x 2 with uniform wall heat flux. 

Staggered Tubes. Figure 5 contains the results of the 
staggered tube bank tests. Several observations are 
noteworthy. 
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Fig. 7 Comparison of Frdssling number distribution for a single 
cylinder and the first row of inline and staggered tube banks 

1 The stagnation Frossling numbers for rows 1 and 2 
show the effect of blockage - a 4 percent increase - but not of 
turbulence. 

2 The lack of recovery of the Frossling number on the rear 
surface of the first tube is surprising. 

3 In the second row, laminar separation takes place with 
no reattachment apparent, that is the distribution is similar to 
that for a single tube. 

4 Laminar heat transfer takes place over the forward 
portion of the tube for all three rows. When comparison is 
made to a single cylinder, the first row shows higher Frossling 
numbers due to acceleration from blockage and the second 
row shows lower values. The latter could be indicative of 
bypassing of air around the main core. By the third row, the 
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influence of turbulence is prominent. The stagnation 
Frossling numbers of 1.4 and 1.6 are consistent with the 
values shown in [13]. 

5 The distribution in the third row (Test S 3-4) bears a 
striking similarity to Achenbach's [17] for the fifth row. His 
high values might be attributed to a combination of higher 
Reynolds numbers and a smaller longitudinal pitch ratio. The 
effect of the different thermal boundary conditions cannot be 
determined from comparison of the two sets of data, if indeed 
there is one. Apparently, a repeated pattern is nearly 
established by the third row. 

6 In the third row, two local minimums occur at 80 and 
160 deg. Turbulence must certainly play a role, but whether it 
is transition to turbulence of the laminar boundary layer as 
suggested by Achenbach [18] or is laminar separation 
followed by ^ turbulent reattachment and separation as 
suggested by Zukauskas [2] cannot be determined. 

Inline Tubes. Figure 6 shows the results of the inline tube 
bank tests. The arguments put forth in the discussion of 
tandem cylinders are applicable. An additional factor is the 
blockage caused by the presence of the neighboring transverse 
tubes. 

Characteristics similar to tandem cylinders are: (1) the 
development of a laminar boundary layer rearward from 
Fgmax. although there appears to be some effect of turbulence 
at the high Reynolds number in row 2; (2) a laminar 
separation with little change in the Frossling number 
thereafter. Fgmax is dependent upon the Reynolds number; at 
the higher Reynolds number in row 2, it moves forward to 55 
deg, while in row 3 it occurs at 42 deg. As a result there is a 
delay in separation as compared to row 1. 

The major difference between rows 2 and 3 is the reduction 
in the Frossling number in the laminar boundary layer region. 
We attribute this difference to the turbulence contained in the 
free shear layers that impinge on the second row. McKillop et 
al. [11] show that the turbulent intensity contained in the free 
shear layer is related to the Strouhal frequency, that is the 
higher the frequency the higher the turbulence intensity. 
Eastop and Turner [15] show that the Strouhal frequency 
from the first row is 50 percent greater than from a single 
tube, a fact which should mean a higher turbulence impinging 
on the second cylinder, and as a consequence a larger 
Frossling number. Heinecke and von der Decken [20], on the 
other hand, show that shedding is suppressed downstream for 
an inline tube bank, a fact which should mean a lower 
Frossling number. 

Comparison of our findings with previous ones shows the 
following: (1) There is a similarity between Achenbach's fifth 
row and our third row, any difference being attributable to 
the different Reynolds numbers and pitch ratio, and the 
distribution pattern is, therefore, nearly established by the 
third row; (2) a marked difference exists between our tests and 
those of Turner [8] in the laminar boundary layer region, 30 
deg < 6 < 90 deg. We can offer no reason for this difference. 
Certainly comparison to the single cylinder tests would not 
offer any explanation. 

Single Row. In Fig. 7, we compare our results for a tube 
in the first row with those for a single cylinder. Blockage 
effects account for the higher Frossling numbers at the 
stagnation point and in the boundary layer; it is also 
responsible for the shifting of the minimum Frossling number 
(and presumably the separation point) rearward. In the 
separated region, the large values for the inline arrangement 
might be attributable to the greater mixing associated with the 
larger Strouhal frequency, as noted earlier. The low values for 
the staggered arrangements might be caused by the channeling 
of the air around the main core (see Fig. 2). Finally we ob­
served the effect of smaller pitch ratios found by Aiba and 
Yamazaki [6]. The lower values in the recirculation region on 
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the rear surface are consistent with their results for a single 
cylinder (see Fig. 3). 

Summary 

We have applied a new experimental technique with a 
uniform heat flux boundary condition to measurements of the 
Frossling number for a circular cylinder in air. Comparison of 
test results for a single cylinder indicate the importance of 
blockage, aspect ratio, and free-stream turbulence on the 
Frossling number distribution for a given Reynolds number. 
We could not assess internal conduction effects which would 
cause a change in the thermal boundary condition. 

Well-documented results are presented for cylinders in 
tandem and in the entrance region of tube banks. Comparison 
with the few available published results show that the 
Frossling number distribution approaches a pattern by the 
third row that would occur for tube rows further downstream. 
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Laminar Combined Conwection in a 
Horizontal Annuius Subject to 
Constant Heat Flux Inner Wall and 
Adiabatic Outer Wall 
Steady-state, fully developed velocity and temperature fields in mixed convection 
through a horizontal annuius (ratio of outside to inside radii of 1.25), with a 
prescribed constant heat flux on the inner cylinder and an adiabatic outside cylinder 
are analyzed using finite difference approximations. The effects of the buoyancy-
driven lateral flow on the temperature of the inner surface are studied in detail. The 
results show that, as the buoyancy potential (Rayleigh number) increases, the 
lateral flow structure changes from one cell (on each side) to two cells. The conse­
quence of these flow regimes is that as Rayleigh number increases the temperature of 
the upper portion of the inner cylinder first increases significantly above its value for 
pure forced convection and then decreases significantly as the number of cells in­
creases. The average temperature of the inner cylinder decreases monotonically as 
the Rayleigh number increases. 

1 Introduction 

Significant buoyancy-driven secondary flows can develop in 
heated horizontal ducts under forced flows [1-5]. This can 
cause excessively high temperatures in the upper portion of the 
duct. 

For a horizontal cylinder, the superposed buoyancy on ex­
ternal [1] and internal flows [1-4], as well as nonuniform 
peripheral heating [5], has been studied (mostly for isothermal 
surfaces), and the effects of buoyancy on the temperature and 
velocity fields have been determined. Natural convection in 
horizontal annuli has been studied both experimentally (cf. 
[6]) and analytically [7-9] for isothermal surfaces, and em­
pirical correlations are available [6]. The entrance effects for 
forced convection in annuli have been studied both experimen­
tally and analytically [10, 11]. Fully developed mixed convec­
tion in annuli with isothermal surfaces (in [12] one surface was 
adiabatic) has been investigated for fluids with linear equa­
tions of state [12, 13] as well as for water near 4°C [12, 14], 

In forced convection through horizontal annuli, for some 
situations of practical interest the heat fluxes on the surfaces, 
rather than temperature, are prescribed. As a result of the 
lateral motion induced by buoyancy, the surface temperatures 
in the upper portion of the annuius can become undesirably 
high. For the isothermal boundaries, the structure of the 
lateral motion changes with the effectiveness of the buoyancy 
force [12-14], i.e., the Rayleigh number. As the Rayleigh 
number increases, the structure of the cellular motion changes 
from one cell on each side of the annuius to two and gradually 
into a multicell structure. When this happens (while at the 
same time the lateral mixing intensifies), the fluid heated at the 
bottom portion of the annuius will not reach the top. This may 
result in lower temperatures in the upper portion than those 
for a single-cell structure. 

In this study1 such changes in the structure of the lateral 

1 This study was originated by an attempt to understand the extent of lateral 
mixing in the flow of an oil over a cylinder, where the prescribed lateral heat 
flow rates to the oil were relatively high. In these problems the lateral and 
longitudinal variations in the viscosity, with temperature, are significant and the 
boundary conditions on the outer cylinder are neither of prescribed temperature 
nor heat flux. However, assumptions of adiabatic outer boundary and constant 
viscosity were considered valid first-order approximations for this problem. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 3, 
1984. 

motion and the associated temperature field are studied for a 
case when the inner surface is heated with a constant and 
prescribed heat flux and the outer surface is maintained as 
adiabatic. This situation arises when the heat source is located 
inside the inner cylinder. The generated heat may be due to a 
chemical reaction or thermal radiation from an electrically 
heated target. The variations in temperature of the upper sur­
face (which has the highest temperature in the annuius) with 
respect to Rayleigh and Prandtl numbers are studied in detail. 
The ratio of the outside to inside radii is taken as 1.25 for its 
application to certain compact and high heat flux exchangers. 
The flow and temperature fields are assumed to be 
longitudinally fully developed. This makes the velocity and 
temperature profiles invariant with longitudinal position. In 
addition, it is required that the pressure gradient not be af­
fected by the lateral motion induced by buoyancy while at the 
same time the lateral distribution and the average value of the 
longitudinal velocity are allowed to change. The entrance 
length for simultaneous development of velocity and 
temperature fields for pure forced convection is given in [10] 
and the results for Prandtl numbers near and above unity give 
the nondimensional entrance length as 

z = 0.1(J?-l)RePr 

These characters are defined in the nomenclature. Due to the 
added resistance to the flow caused by the lateral motion, the 
average longitudinal velocity decreases (as will be shown). 
This reaction and any measurable decrease in the kinematic 
viscosity associated with heating must both be accounted for 
in determining the Reynolds number. 

Although the assumption of fully developed fields is, in 
general, rather restrictive, it simplifies the problem notably, 
since the magnitude of the average longitudinal velocity (or 
Reynolds number) does not influence the buoyancy-induced 
lateral motion [5]. Making this assumption enables us to 
understand some of the consequences of the lateral motion 
such as (0 the extent of lateral mixing, (if) the temperature dif­
ference between the upper portion of the inner cylinder (i.e., 
the area of the highest temperature) and the bulk mean 
temperature, and (Hi) the effects of the Rayleigh number on 
the flow regimes. When the annuius is not long enough for the 
entrance effects to be important, the results presented here 
should only be used as a general guide. 
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Insulated. 

Fully developed fields A ! 

i Constant heat flux X 

Stream function: 

Fig. 1 Schematic of the problem considered 

2 Analysis 

A schematic of the problem considered is given in Fig. 1. 
The fluid flows between two horizontal, concentric cylinders 
where the inner cylinder is heated at a steady and uniform rate 
q and the outer cylinder is adiabatic. It is assumed that the 
velocity and temperature fields are fully developed and the 
Boussinesq approximation2 holds. A linear equation of state is 
also assumed. The governing equations which are expressions 
of conservation of mass, momentum, and thermal energy are 
nondimensionalized using r,, rf a~', w0, arf', and q r^k"1 to 
scale length, time, longitudinal velocity, lateral velocities, and 
temperature. Following [14] the vorticity-stream function for­
mulation is applied in order to avoid direct determination of 
the lateral variations of pressure. The conservation equations 
then become 

Vorticity: 

co, + r~' (ruu)r + r~l {voi)^ = Pr V 2co 

- Pr Ra( / - ' 7^ cos 0 + 7 ; sin </>) (1) 

Temperature: 

T,+r~](ruT)r + r-i(vT)4, + 2(R2-\)-iw-iw=V2
lT (2) 

Longitudinal velocity: 

w, + r~' (ruw) r + r~' (vw) 0 

= 8Pr[JR
2 + l - ( 7 ? 2 - l ) l n - ' / ? ] - | + P r V ? w (3) 

For small ratios of outside to inside diameter, the heat fluxes and consequent 
rise in fluid temperature required to produce a significant lateral motion are 
relatively large. Therefore, especially for liquids, variations in viscosity and 
thermal expansion coefficient with temperature must be included as done in [1]. 
In general, these variations cause (at the heated surface) thinning of the bound­
ary layer and acceleration within it. These effects are not included here. 

from which the lateral velocities are 

where V + r~!dr + 

V ? ^ = - c o (4) 

w = - l k (5) 
2dM. When Ra = 0, the 

distribution of the longitudinal velocity (normalized with 
respect to mean velocity vv0) is given as [10] 

w0 = [1 - r 2 + (R2 - l)ln" xR\nr][R2 + 1 

- ( / ? 2 - l ) l n - ' « ] - ' (6) 

It is assumed that the average longitudinal pressure drop is 
prescribed, i.e., it is not altered by the onset of lateral mo­
tions. Note that wz = uz = vz = 0, and Tz = (Tb)z. The 
dimensionless temperature is (T — Tb) q~1rf]k, where Tb is 
the dimensional bulk mean temperature and its gradient (in 
the z direction) is a constant and is equal to 2r,- q[pcpw(rl — 
rf)]~l. With this definition for dimensionless temperature, the 
dimensionless bulk mean temperature is zero. 

The Nusselt number is defined as 

Nu = 2 0 R - l ) f - ' 

where T„ is the average inner wall temperature. 
Although steady-state solutions to equations (l)-(6) are 

sought, these equations are solved in their time-dependent 
forms. The initial and boundary conditions are 

t = 0: ip = o>=T=0, w = w0 (la) 

t>0: at 4> = 0,T, ^ = w4> = T4>=o> = 0 (Tb) 

r=\ ip = w = 0, Tr= - 1 , o=-iprr (7c) 

r = R ^ = v f = T r = 0, t J = - i / v (Id) 

Due to the presence of symmetry, only the domain 0 < 4> < 7r 
is considered. 

3 Solution 

The governing equations were converted to the appropriate 
approximate finite-difference forms (all except time 
derivatives were written in second-order approximation form) 
as described and successfully applied in [15-17]. 

The calculation procedure was as follows: 

1 The time step was limited by the stability requirement 
which was determined by the grid spacing, maximum 
velocities and the Prandtl number. This was taken as 

At< ( — : 
VPrY 

- + 
;
2A</>2 Pr*Ar2 + -

u„ u„ v„ 
Ar rAc 

(8) 

N o m e n c l a t u r e 

D„ 

Nu 

Pr 

R 
Ra 

specific heat capacity, 
J - k g - ' - C - 1 

2(r0-ri) = 2ri(R-l) 
= hydraulic diameter 
thermal conductivity, 
W - m - ' - C " 1 

2(R-l)T~l = average 
Nusselt number 
va ~' = Prandtl number 
prescribed heat flux on 
the inner cylinder, 
W.m" 2 

radial coordinate, m 
inside radius, m 
outside radius, m 
r rr' 
gPqrf k-xv~ya~x = 
Rayleigh number 

Re 

t 
T 

Tb 

Reynolds w Dhv~x 

number 
= time, s 
= temperature, °C 
= 2[ir(R2-l)w]~l Jj \*Tw 

>rdrd<f> = bulk mean 
temperature, °C 

u, v, w = velocity components, 
m ' S " 1 

w = 2[ir(R2-l)]~l JStf w 
rdrd<t> = mean lon­
gitudinal velocity, ms ~' 

z = horizontal coordinate 
axis, m 

a = thermal diffusivity, 
m 2 'S~ ' 

(3 = thermal expansion coeffi­
cient, C _ 1 

v = kinematic viscosity, 
m2»s_ 1 

</> = azimuth angle, rad 
\p = stream function 
co = vorticity 

Subscripts 
0 = for Ra = 0 
w = at the inner surface 

max = maximum value 
min = minimum value 

Superscripts 

r, t, z, d 

average over the lateral 
plane 
derivatives 
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Table 1 Predicted value of various variables for several Rayleigh and Prandtl numbers; ft = 1.25, the inner wall is heated 
with constant and specified heat flux and the outer wall is adiabatic; the results are for a mesh net of 16 x 61 

Ra 

max 

\ 
Nu 

W 

*max 

*mln 

10* 

0.200 

0.0878 

5.69 

0.995 

0.451 

0.0 

Pr 

106 

0.380 

0.0696 

7.18 

0.995 

2.33 

0.0 

- 0.7 

10 ' 

0.300 

0.0571 

8.76 

0.974 

8.77 

-0.864 

10 s 

0.283 

0.0538 

9.29 

0.929 

24.40 

-2.37 

105 

0,124 

0.0889 

5.62 

0.996 

0.465 

0.0 

106 

0.330 . 

0.0697 

7.18 

0.995 

2.43 

0.0 

Pr = 7 

10 ' 

0.232 

0.0507 

9.87 

0.994 

9.11 

-0.634 

10" 

0.164 

0.0378 

13.24 

0.909 

31.82 

-2 .23 

109 

0.115 

0.0317 

15.76 

0.975 

96.52 

-3 .36 

105 

0.090B 

0.0893 

5.60 

0.995 

0.472 

0.0 

106 

0.268 

0.0730 

6.85 

0.995 

2.78 

0.0 

Pr » 70 

10 ' 

0.205 

0.0500 

10.00 

0.995 

9.10 

-0.497 

108 

0.142 

0.0359 

13.92 

0.995 

32.70 

-2.15 

10« 

0.091 

0.02B 

17.48 

0.994 

108.4 

-3 .32 

where Pr* 
1, f o r P r < l 

Pr, for P r > l 

The field of grid points was searched in order to find the max­
imum velocities. Then the time step was determined for the 
next time advancement. 

2 Temperature at all the interior grid points was advanced 
with an explicit difference form that uses the second-order up­
wind finite-difference form for the convective terms, the 
second-order central finite-difference form for the diffusive 
terms, and the first-order forward finite-difference form for 
the time derivative. 

3 Vorticity at all interior grid points was similarly ad­
vanced with the buoyancy term written in a second-order cen­
tral finite-difference form using the updated temperature 
field. 

4 Stream function at all interior grid points was updated 
with the updated vorticity field. The second-order central 
finite-difference form was used and the method of successive 
overrelaxation was employed to obtain the new stream func­
tion at each grid point. Convergence was assumed whenever 
the maximum normalized change in the value of \p between 
any two successive iterations was less than 10~4. 

5 Temperatures at the inner and outer surfaces were 
calculated using the second-order backward finite-difference 
form. 

6 Vorticity at boundary grid points was calculated using 
the second-order backward finite-difference form. 

7 Velocities and their mean values, which were needed for 
determining the time step and the convective terms in the next 
iteration, were calculated. 

Steps 1-7 were repeated until the magnitude of fw did not 
change by more than 10~5. In addition, since (a) the equations 
(except for equation (4)) were written in explicit form, and (b) 
the approximations were second order, the dimensionless Tb 

was slightly different from zero. Therefore, after each time 
step Tb was calculated (using the trapezoidal rule) and sub­
tracted from the newly computed temperature field. 

For equation (4) a relaxation factor of 1.81 was used for the 
16 x 61 grid net and R = 1.25. Fewer than 100 iterations were 
needed for convergence in each time step. As an example of 
the number of time steps required, for Ra = 107 and Pr = 
0.7, a total of 12,000 time steps were taken before steady state 
was obtained. The time steps were about 10~4. Therefore, the 
accumulated nondimensional time (for steady state) for this 
run was about unity. 

The available literature results are for Ra = 0. For R = 
1.25 the average Nusselt number is 5.58 as given in [10] which 
uses other solution and computational methods not used in 
this study. Due to the rather excessive computational time 
associated with very fine grid nets, a compromise had to be 
made between accuracy and economy. Through trials it was 

found that a 16 x 61 grid net gives nearly accurate results_and 
was also economical. For this grid net the results give Nu = 
5.5905 for Ra = 0, which is in agreement with the value given 
in [10]. All the results to be reported are for JR = 1.25 with a 
uniform grid net of 16 x 61. It is expected that for flow 
regimes with thick boundary layers, this grid net should suf­
fice, while for large values of Ra the results may depend on 
grid size. However, according to the results reported in [14], 
this mesh net should be adequate. No attempt was made to use 
a nonuniform grid net [5] or extrapolation [18]. 

For Ra = 0, further comparisons of the detailed velocity 
and temperature distributions were made with those reported 
in [10] and complete agreement was found (e.g., equation (5) 
and Fig. 4 in [10]). For Ra 7s 0, only a general comparison was 
made with the results of [5, 12-14] and agreement was found 
with Fig. 8 of [5], Fig. 4 of [12], Fig. 2 of [13] (fori? = 2), and 
Fig. 6 of [14]. 

4 Results and Discussion 

The results are for Pr = 0.7, 7, and 70 and for various 
magnitudes of the Rayleigh number. Table 1 gives the values 
for Tmsx (which takes place on the inner wall at <j> = 0), fw, 
Nu, w, i/-max, and i/<min. For very large Rayleigh numbers no 
steady-state solution was found. However, since in the com­
bined mode studied here any unsteady motion must be three 
dimensional, no physical significance can be given to these 
results for high Rayleigh numbers. Therefore, only the results 
for the cases where the steady-state solutions were obtained 
are given. Note that for Ra = 0, Nu = 5.58 and T„ = 0.0896. 
The results given in Table 1 are also shown graphically in Figs. 
2-9. As will be shown later, in general as the Rayleigh number 
increases, the average longitudinal velocity decreases, the 
average inner wall temperature decreases, and the lateral mix­
ing increases. 

Figures 2-4 show the effects of buoyancy on the velocity 
and temperature fields when the fluid is a gas (Pr = 0.7) and 
Ra = 107. Figure 5 shows the patterns of lateral motion and 
the temperature fields for Pr = 70 (for some oils) and Ra = 
109. Figures 6-9 show the variations of the inner cylinder 
temperature distributions and the flow regimes for various 
values of Pr and Ra. 

For Ra > 107 (and for the range of Pr considered here) 
there are two cells on each side of the annulus. The stronger 
cell extends to the top while the weaker cell remains at the bot­
tom and extends slightly further upward as Ra increases (see 
Fig. 2). The shorter path length (resulting from the presence of 
more than one cell), for the cellular convection, means that the 
fluid reaching the top may have a lower temperature than 
would have been expected if there was only one cell (on each 
side). However, this depends on the lateral mass flow rate and 
the extent of lateral mixing. 

Figure 3 shows the profiles of the longitudinal velocity for 
several azimuthal angles for Pr = 0.7 and Ra = 107. As was 

394/Vol. 108, MAY 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.0 

_l 1 _ 
R-1.25. Pr-0. 

Ra-0 

Ra=107 

* - 0 

45 

Fig. 2 Constant stream-function lines and constant temperature lines 1 0 ? ' a n d v a r i o u s a z i m u , h a l an9'es. 
for fl = 1.25, Pr = 0.7, and Ra = 107 __—-

1.0 

Fig. 4 Effect of buoyancy-driven lateral motion on the radial 
temperature distribution. The results are for R = 1.25, Pr = 0.7, Ra = 

Fig. 3 Effect of buoyancy-driven lateral motion on the radial distribu­
tion of the longitudinal velocity. The results are for R = 1.25, Pr = 0.7, Fig. 5 Constant stream-function lines and constant temperature lines 
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Fig. 6 The inner surface temperature distributions for R = 1.25, Pr 
0.7, 7, and 70, and various Rayleigh numbers 
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noted, the pressure drop is prescribed and not altered by the 
onset of lateral motion. On the average, the lateral buoyancy-
driven convection decreases the longitudinal flow rate in the 
upper portion of the annulus and increases it in the lower por­
tion. This is due to the higher circulation strength associated 
with the upper cell which causes higher resistance to the 
longitudinal flow. These results are similar to those reported 
in [12-14] for prescribed surface temperatures. 

Figure 4 shows the radial variations in temperature for 
several azimuthal angles for Pr = 0.7 and Ra = 107. Due to 
the presence of the upper cell (<£~45), the minimum 
temperature, which takes place at the outer wall for Ra = 0, 
occurs at R = 1.1. The results also show that the upper cell 
causes a more uniform temperature than the lower one. 

Similar trends are expected for other Prandtl numbers as 
shown in Fig. 5 for Pr = 70 and Ra = 109. 

The variations of the abovementioned characteristics with 
respect to Ra are now discussed in Figs. 6-9. The temperature 
distribution in the annulus is affected by (a) the lateral mass 
flow rate and (b) the extent of local mixing. The maximum 
temperature will always be at R = 1 and </> = 0, i.e., T„ 
(R = l, 0 = 0) = Tmax. Figure 6 shows the temperature 
distribution along the inner cylinder for various Rayleigh 
numbers and for Pr = 0.7, 7, and 70. For Ra < 107 there ex­
ists only one cell on each side. Therefore, with increases in Ra, 
the energy transported upward by the cellular motion also in­
creases. For Ra > 107, there is more than one cell on each 
side; therefore, the net upward transport is not as effective but 
the local mixing is more extensive. Thus, due to the transition 
from a single cell to a double-cell structure, TnaK first in-

Fig. 7 Variations in the maximum temperature of the inner surface 
with respect to Rayleigh number for several values of Prandtl number 

creases3 and reaches a maximum and then begins to decrease. 
At the same time, because of the mixing, the temperature of 
the entire inner surface is continuously lowered as Ra in­
creases. The interplay between these two processes determines 
the temperature distribution for a given Ra. As the Prandtl 
number increases, the variation in the inner surface 
temperature becomes less drastic but is still significant even 
for Pr = 70. 

Figure 7 shows the variation of Jmax with respect to 
Rayleigh number for several Prandtl numbers. The Rayleigh 
number corresponding to the maximum of Tmax is the transi­
tion Rayleigh number that separates the single-cell and 
double-cell regimes. Figure 7 shows that this transition 
Rayleigh number increases with increases in Prandtl number. 

Figure 8 shows the variations in the normalized average 
longitudinal velocity, the normalized average inner wall 
temperature, and the maximum values of the stream function 
with respect to Rayleigh number for Pr = 0.7, 7, and 70. As 
the Prandtl number increases the average longitudinal velocity 
is less affected by the lateral motion, while the average inner 
wall temperature decreases more as Prandtl number in­
creases.4 The lateral mass flow rate, as indicated by i^max, in­
creases as Rayleigh number increases and also increases slight­
ly as Prandtl number increases. Note that ^ is scaled with 
respect to arf2. 

Figure 9 shows the flow regimes found for R = 1.25. The 
boundaries are drawn by interpolation and are intended to be 
approximations. Due to the rather small radii ratio, the lateral 
buoyancy-driven motion is insignificant for Ra < 104. The 
single-cell structure persists for nearly two orders of 
magnitude of Ra and is followed by the double-cell regime 
that spans nearly three orders of magnitude. For all the transi­
tions, as the Prandtl number increases, the transition Rayleigh 
number also increases. Due to the assumption of a fully 
developed field, no description can be made of the regime that 
follows the double-cell regime. 

5 Summary 
The effects of buoyancy-driven lateral convection on forced 

convection between horizontal concentric cylinders, where the 

Note that 7" is normalized with respect to q. 

Note that Ra is proportional to (va) ~ . Therefore, in order to keep Ra and q 
the same while increasing Pr, the viscosity must change in proportion to Pr . 
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Fig. 8 Variations in the normalized average longitudinal velocity, the 
normalized average inner surface temperature, and maximum value of 
the stream function with respect to Rayleigh number for various Prandtl 
numbers 
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inner cylinder is heated at a constant and prescribed heat flux 
and the outer cylinder is adiabatic, are considered. Although 
two restrictive assumptions of Boussinesq fluid and 
longitudinally fully developed fields are made, the results ob­
tained should adequately describe the general characteristics 
of these flows. The solutions are found by finite difference ap­
proximations and validation is made only for Ra = 0, for 
which the results are available in the literature. 

While the average inner surface temperature decreases as 
the Rayleigh number based on heat flux increases, the max­
imum temperature on this surface first increases with Rayleigh 
number and then decreases. This occurs when the transition 
from a single-cell (on each side) regime to a double-cell regime 
takes place. The average inner surface temperature and the 
maximum temperature at this surface both decrease as the 
Prandtl number increases. The flow regimes, namely the 
regimes of (1) insignificant lateral motion, (if) single-cell, and 
(Hi) double-cell, are separated by transition Rayleigh numbers 
with an order of magnitude (for Pr = 0.7) of 104 and 106, 
while the last regime appears to extend up to 108 with these 
values increasing with Prandtl number. 
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Mixed and Free Correction Over a 
Rotating Sphere With Blowing and 
Suction 
An analysis is performed to study the flow and heat transfer characteristics for the 
case of laminar mixed convection and pure free convection about a rotating per­
meable sphere. The transformed conservation equations of the nonsimilar 
boundary layers are solved by an efficient finite difference method. It is found from 
the numerical results that both the local friction factor and the local Nusselt number 
increase with increasing rotation parameter and buoyancy force for aiding flow. 
The agreement of solutions obtained by the present method with others is found to 
be good. 

Introduction 

By spinning a vertical axisymmetric body in a mixed 
convective flow, the fluid near the surface of the spinning 
body is forced outward in the radial direction due to the 
action of centrifugal force. This fluid is then replaced by fluid 
moving in the axial direction and, therefore, the axial velocity 
of a fluid in the neighborhood of a spinning body has a higher 
value as compared to that of a nonspinning body. This in­
crease in axial velocity enhances the convective heat transfer 
rate between the body and the fluid. 

The application of the abovementioned idea in order to 
develop rotating systems for enhancing the heat transfer rate 
is important in the analysis of the rotary machine design. The 
flow field in the vicinity of a rotating sphere in a uniform flow 
stream has been investigated by Hoskin [1]. Siekmann [2] 
utilized Hoskin's results for the flow field to analyze the 
thermal boundary layer for a similar problem. Both of these 
authors used the Blasius series technique to solve their 
governing boundary layer problem. Chao and Greif [3] used a 
quadratic velocity profile assumption to investigate the 
laminar forced convection heat transfer over rotating bodies 
with uniform and nonuniform surface temperature. In 
general, their solution is very accurate for moderate or high 
Prandtl numbers and for small values of the rotating 
parameter. In order to avoid the difficulties encountered by 
the previous methods, Lee et al. [4] have analyzed the 
momentum and heat transfer rates through laminar boundary 
layers over rotating isothermal bodies with revolution of 
fairly arbitrary shape by employing Merk's series expansion 
technique. 

The flow field in the vicinity of a fixed sphere for pure free 
convection with various surface thermal conditions has been 
investigated by Chiang et al. [5]. 

The problem of mixed forced and free convection about a 
sphere has received relatively little attention. To the best 
knowledge of the authors, the only such studies which have 
been reported are the experimental work of Yuge [6] and 
Klyachko [7] and the analytical work of Hieber and Gebhart 
[8] and Chen and Mucoglu [9]. These studies, both ex­
perimental and analytical, were carried out only for a 
stationary sphere without mass transfer. 

The present study treats mixed and pure free convective 
heat transfer around a vertical rotating sphere with blowing 
and suction. In the analysis, the conservation equations of the 
boundary layers are transformed such that they can lend 
themselves to either local nonsimilarity or finite-difference 
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Fig. 1 Coordinate system 

solutions. In the present study, an efficient and very accurate 
finite-difference method due to Cebeci and Bradshaw [10] is 
employed to solve the system of transformed equations. 

Numerical investigations for a rotating sphere were carried 
out for the case of uniform surface temperature and the case 
of uniform heat flux. Both of the cases were calculated for 
various values of the rotation parameter B, the mass transfer 
parameter Bp (or v„), the buoyancy parameter Q (or Q) and 
the Prandtl number Pr. 

Analysis 
The steady, laminar, nondissipative, constant-property, 

incompressible boundary layer flow around a rotating sphere 
placed in a uniform stream is considered. The axis of rotation 
of the body is parallel to the free-stream velocity «„. We 
choose nonrotating coordinates x and y, with x representing 
the distance measured along a meridian curve from the lower 
stagnation point and y being measured normal to the surface 
of the rotating body. The quantity r(x) is the radius of the 
sphere at point x, u and v are the x and y components of the 
velocity, respectively, and to is the transverse velocity com­
ponent due to spin of the sphere. The convective forced flow 
is assumed to be moving upward, while the gravity g acts 
downward in the opposite direction. The surface of the sphere 
is maintained at a uniform temperature Tw or a uniform heat 
fluxi^. 

In the analysis, we only consider the boundary condition of 
heated surface, without loss of generality, for the rotating 
sphere. The coordinate system is shown in Fig. 1. Under the 
assumption of Boussinesq approximation, the boundary layer 
equations are: 

398 /Vol . 108, MAY 1986 Transactions of the ASME 

Copyright © 1986 by ASME
  Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Continuity: 

Momentum: 

du du 
u — +v —— 

dx dy 

a 3 

x-(ru)+~(rv) = 0 
dx ay 

co2 dr 

r dx 

(1) 

IT dUe a2u ... 
= U,—^+v - ^ + g0(T- T„) sin x/R 

dx 

dw 

dy2 

Energy: 

da uti dr d2Q 

dx dy r dx dy2 

dT dT d2T 
u +v = a ^ _ ^ 

dx dy dy1 

with the boundary conditions 

M = 0, v = vw, <b = rQ, T=TW 

, dT 
or -k — = qH 

dy 

u=Ue, u = 0, T=Ta 

for y = 0 

for >>->oo 

(2) 

(3) 

(4) 

(5a) 

(5b) 
where Ue is the velocity of the mainstream at the edge of the 
boundary layer and Q is the angular velocity of the rotating 
sphere which is assumed to be constant. 

Case 1 Mixed Convection Case With Uniform Surface 
Thermal Conditions ( f / e ^0) . The pseudo-similarity 
variables (£, nf) are defined as 

Ue(x) / r\2 dx r* Ue{x) / ry dx 

Jo «„ \R/ R 
(6) 

(7) 

where R is the radius of the sphere and ReR is the Reynolds 
number, Re^ = u^R/v. 

The dimensionless stream function /(£, tj), the dimen­
sionless angular velocity function g(£, r)) and the dimen­
sionless temperature of fluid 0(£, rj) are defined by 

f(Lv) = \^(x, y)+ j o
 r^vwdx^/ua,R(2^/KQR (8) 

g(H,r,) = w(x,y)/rQ (9) 

e^,n) = (T-TJ/M (10) 

where A9=TW — Ta,, for isothermal surface (iso); 
Ad = qwR/(kReR'A), for constant-heat-flux surface (chf); and 
the stream function \j/(x, y) satisfies the continuity equation 
(l)with 

R di 
u= - —,v=-

r dy (11) 
R d^ 
r dx 

Substituting (6)-(ll) into (2)-(4), the transformed governing 
equations and boundary conditions become 

/-+//»+A(i-(m-3 -J (-^y-wv 

P r - 1 r +fe> _. &{m> = 2% ( / ' — - e' -L ) 

with the boundary conditions 

/ = / ' = 0 , g = l , 0 = l(iso) 

i— I a t 

or 0' = -s/2Z/(rUe/Ru„)(chf) f r, = 0 

g = 0, 0 = 0 asr;—oo 

(14) 

/ ' = !, 

(15) 
where 

uer 

For a spherical body, it is known from the potential flow 
theory that Ue/uoa = \.5 sin x/R and from the geometry, 
r/R = sin x/R. So we may find 

r2Q2 2£ dr 4 /RQ\2 

4? rfr 
— _ =2A 

<*«)=*» 
V2£ 

"1 .5 sin2/? 

2£woog/3A0*3 sin j / J ? f0.5926 Of/ sin4/3 (iso) 

UJr2 
0.5926 Q£/ sin4 /? (chf) 

(16) 

(17) 

(18) 

(19) 

where 

f 

A 

* , 

0 

Q 

= 1 - 1 . 5 cos /3 + 0.5 cos 

4cos/3-6cos 2 /3 + 2 

3sin4/3 

^>vReR'/2 

« 0 0 

= Gr^/Re^2(iso) "| 

= Gr f i /Re^5 / 2 (chf) J 

3/3 
cos »/3 

(20a) 

(206) 

(20c) 

(20d) 

in which the Grashof numbers GTR, GrR , and (3 are defined as 
follows 

0(Tw-T„)Ri 
GrK = (iso) 

— §&R*qw . . _ 
Gr« = Tl— (chf) 

(21«) 

p = x/R (216) 

The physical quantities of interest are the local friction factor 
Cf and the local Nusselt number Nu which are expressed as 
follows 

ViCfReR
Y' = 2.25 sin3/3(2S)- , / !/"«,0) 

NuRe*-'7 ' = 1.5sin2/3(2£r' /20'(£,O)(iso) 

NuRe*-' /2 = l /0(£, 0)(chf) 

(22) 

(23a) 

(236) 

Case 2 Pure Free Convection Case With Nonuniform 
Surface Thermal Conditions (Ue=0). To transform 
equations (l)-(5) into dimensionless form, we introduce the 
dimensionless variables as follows: for the prescribed surface-
temperature case 
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x=x/R,y=y GTY'/R, U = U/(^)GT,A, 01= cb/(^)GT,/2, 

v=v/(y^Grv\e = (T-Tx)/(TM-Toa)F(x) (24) 

where TM is the temperature of the stagnation point, F(x) is 
the dimensionless surface temperature function, 
F(x) = ( r H , ( i ) - 7 ' o , ) / ( r i v 0 - r 0 0 ) , and Gr is the Grashof 
number, Gr = g$(TM - T„)R3/u2. 

For the prescribed surface-heat-flux case 

x = x/R,y=y^rU5/R,u = u/(^Gr2/5,u=o}/(-S)Gr2/s, 

B'A=R2Q/Gr2/5i>(**) (35c) 

v=i>/ a) Gr1 -GrW5k(T-Ta)/qMRF(x) (25) 

where qiv0 is the heat flux of the stagnation point, F(x) is the 
dimensionless surface heat flux_ function, F(x) = qw(x)/qw0, 
and Gr is the Grashof number, Gr= g$qwaR

A /v2 k. Sub­
stituting equation (24) or equation (25) into equations (l)-(5) 
and recasting into dimensionless form 

du du 
u^r +v - r -

dx dy 

— (/•»)+—(ro) = 0 
dx By 

a2 cos (x) „ „ . „ , d2u 
= F(x)9 sin (*) + 

sin (x) 

dw do uw cos (x) d2u 
U— +V — + :——— = -r-y 

dx dy sin(x) dy2 

dy2 

dd dd u6 dF(x) 
Ulbc VHy F(x) ~dx~ 

= Pr" 
d2e 

"ay2" 

M = 0, v = vw, w = rQ/(~)Gr'/l, 6=l(*) 

or u = rQ/ 

u=o, r=rOOJ w=o, 

dd 

~dy~ = -!(**) 

(26) 

(27) 

(28) 

(29) 

at> = 0 

as_y^oo 
(30) 

( ' = prescribed surface temperature; **= prescribed surface 
heat flux). Equations (26)-(30) do not admit similarity 
solutions; we introduce the other pseudo-similarity variables 
(M) 

HoF(* ) dx 

T}=yF(x)v> 

and the dimensionless stream function/(£, rf) 

1 

(31) 

(32) 

lfr = - [ * n v (*)dv+/(£, v)f /n»)M (33) 
/•Jo 

where the stream function \j/(x, y) satisfies the continuity 
equation with 

ru = dr\p/dy rv = - dr\p/dx (34) 

We also defined a dimensionless rotating velocity function 
g(i, v) by 

u(x,y) = sin (x)B'Ag(t;, n) 05a) 

where 

B'A=R2U/GT'AU(*) (35b) 

or 

By introducing equations (31)-(35) into equations (26)-(30), 
we obtain 

/ ' " + / / " [1 + «1 (x) - a2(x)] -f"«3(JC) + 5«4(x)g2 

+ a5(x)6- </')2 = f (/' ^™ - / " - j ^ ) 

g" +fg'[l + al(x)-a2(x)]-2al(x)f'g-oc3(x)g' 

<r a* 9? ) 
Pr - ' d " +fd' [ 1 + a l (x) - al(x)\ - 2a2(x)f i 

and 

/ = / ' = 0 , g = l , 

/ ' = 0 , 

where 

or 
» = 0, g = 0 

= -F(x) 

(*) 

al(x) = cos (x)£/sin (x)F(x) 

a2(*) = k^-/2F(x)2 

dx 

a3(x) = vw(x)F(x)~'A 

a4(x) = sin (2x)/2£F(x) 

a5(.*) = sin (x:)/£ 

(36) 

(37) 

(38) 

at 17 = 0 

as JJ—OO 

(39) 

(40a) 

(406) 

(40c) 

(40rf) 

(40e) 

In the foregoing equations, the primes stand for partial 
derivatives with respect to rj. If a2(x) = a?i(x) = 0, equations 
(36)-(39) can be reduced to the case of uniform surface 
conditions and mass transfer. For comparison of our results 
with others, we take F(x) = 1 for the special cases of uniform 
surface temperature and uniform surface heat flux to 
calculate the numerical solutions over a wide range of v w and 
B at a Prandtl number of 0.7. The physical quantities of 
interest are the local friction factor Cf and local Nusselt 
number Nu. They can be expressed as follows. For the 
prescribed surface-temperature case 

•v' = -F(x)'/ie'^,0) NuGr-

• * ( * ) ' 
Grw = ZF(x)'Af"(!i,0) 

For the prescribed surface-heat-flux case 

(Tw-Ta,)Grl/5/(qw0R/k)=F(x)d(Z, 0) 

'">('*)' G r 3 / 5 = | W ' / * ( { , 0 ) 

(41) 

(42) 

(43) 

(44) 

Numerical Procedure 

We use a two-point finite-difference method to solve the 
systems (11)-(14) and (36)-(39). This is a very efficient 
numerical method developed by Cebeci and Bradshaw [10]. 

According to this method, the transformed equations are 
first written in the form of a first-order system by introducing 
new unknown functions of ^-derivatives. The functions and 
their derivatives in the first-order equations are then ap­
proximated by centered difference quotients and averaged at 
the midpoints of net rectangles in the (£, ij) domain or net 
segments in the £ and i\ coordinates, as required, to yield 
finite-difference equations with the order of (A£)2 and (A?j)2. 
The resulting nonlinear difference equations, along with the 
corresponding expressions for the boundary conditions, are 
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Fig. 2 Angular distributions of the local friction factor for an 
isothermal rotating sphere; Pr = 1; B = 1; (a) Bp = -0 .5 ; (b) B p =0 , (c) 

x/R ' 

Fig. 3 Angular distributions of the local friction factor for a constant-
heat-flux rotating sphere; Pr = 1; B = 1; (a) B p = -0 .5 , (b) B p = 0 , (c) 

J L 1_ 
0.6 0 .9 

x/R 

Fig. 5 Angular distributions of the local Nusselt number for a con­
stant-heat-flux rotating sphere; Pr = 1; B = 1; (a) Si = 5, (b) Si = 3, (c) Si = 0 

Fig. 6 Representative velocity profiles of an isothermal rotating 
sphere for Pr = 1,Bp =0 , and x/R = 0.951 

Fig. 4 Angular distributions of the local Nusselt number for an 
isothermal rotating sphere; Pr = 1; B = 1; (a) SI = 5, (b) Si = 3, (c) Si = 0 

Fig. 7 Representative velocity profiles of a constant-heat-flux rotating 
sphere for Pr = 1,Bp =0 , and x/R = 0.951 

numerically stable and thus allows computations to be carried 
out extremely close to the flow separation point. 

finally solved iteratively by using Newton's method. At £ = 0, 
the transformed equations have only ly-derivatives. We take 
the arbitrary velocity and temperature or heat-flux 
distributions which satisfy the boundary conditions to be used 
as initial iterative values. 

The details of the solution method can be found in [10] and 
are omitted here. Most importantly, the scheme is simple and 

Results and Discussion 
Numerical results were obtained for the cases of mixed and 

pure free convection over a heated rotating sphere. They cover 
the local friction factor, the local Nusselt number, and the 
velocity distributions for aiding flow. The buoyancy force 
parameter Q (iso) and fi (chf) for mixed convection in the 
computations ranged from 0 to 5. 
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Table 1 Local friction ViCyRe^ Vl for a rotating sphere with fi = 0 and Bp = 0 

A 

0.48 
0.40 
0.30 
0.20 
0.10 

X 

R 

0.474 
0.951 
1.215 
1.374 
1.486 

Lee 
[4] 

1.2496 
1.8403 
1.7207 
1.4780 
1.2269 

5 = 1 

Hoskin 
[1] 

1.2497 
1.8402 
1.7203 
1.4783 
1.2336 

Present 
method 

1.2499 
1.8400 
1.7185 
1.4732 
1.2173 

Lee 
[4] 

1.8170 
2.6362 
2.4023 
1.9892 
1.5644 

5 = 4 

Hoskin 
[1] 

1.8170 
2.6359 
2.4031 
1.9953 
1.5876 

Present 
method 

1.8182 
2.6366 
2.3990 
1.9786 
1.5373 

Table 2 Values of NuRefl
 Vl for an isothermal rotating sphere with Pr = 1, 

Bp = 0, and fi = 0 

X 
A — 

R 

0.5 0. 
0.4 0.951 
0.3 1.215 
0.2 1.374 
0.1 1.486 

Lee 
[4] 

0.9588 
0.7998 
0.6961 
0.6171 
0.5510 

B=\ 

Chao 
[11] 

0.9589 
0.7992 
0.7064 
0.6275 
0.5557 

Present 
method 

0.9586 
0.7993 
0.6966 
0.6195 
0.5559 

Lee 
[4] 

1.0214 
0.8484 
0.7328 
0.6414 
0.5593 

6 = 4 

Chao 
[11] 

1.0214 
0.8485 
0.7362 
0.6528 
0.5868 

Present 
method 

1.0213 
0.8480 
0.7339 
0.6459 
0.5698 

Table 3 Values of Nusselt number for a fixed sphere without blowing and 
suction 

-©
-

0 
10 
20 
30 
40 
50 
60 
70 
80 
90 

* 
0.4573 
0.4562 
0.4531 
0.4479 
0.4406 
0.4310 
0.4193 
0.4051 
0.3885 
0.3692 

NuGr-'-4 

* * 
0.4576 
0.4565 
0.4534 
0.4482 
0.4410 
0.4316 
0.4209 
0.4068 
0.3912 
0.3736 

* 

1.8700 
1.8731 
1.8804 
1.8931 
1.9112 
1.9350 
1.9653 
2.0026 
2.0479 
2.1026 

'(Y) 
* * 

1.8691 
1.8715 
1.8790 
1.8913 
1.9087 
1.9309 
1.9582 
1.9904 
2.0275 
2.0696 

= present method for 5 = 0, uH 
= Chiang [5]. = 0, Pr = 0.7. 

Fig. 8 Dimensionless x-direction velocity profiles for B = 1, (j> • 
uniform surface-temperature case 

: 30 deg; Fig. 9 Dimensionless x-direction velocity profiles for S = 1, <t> = 30 deg; 
uniform surface-heat-flux case 

Mixed Forced and Free Convection Case. Figure 2 and 3 
illustrate the angular distributions of the local friction factor 
ViC/R.zR

Vl for the cases of isothermal surface and constant-
heat-flux surface with mass transfer. It can be seen from the 
two figures that the local friction factor increases with in­
creasing buoyancy force parameter Q (or fl). From Fig. 2 we 
may find that the local friction factor increases with in­
creasing suction and decreases with increasing blowing for the 

isothermal surface case. However, Fig. 3 shows that the local 
friction factor of the sphere with blowing is larger than that 
with suction for constant-heat-flux surface case and Q>0. 
The phenomenon described above is strongly felt for larger 
buoyancy force for aiding flow, particularly at large angles 
away from the stagnation point. This is because the surface 
temperature of the sphere with blowing is higher than that 
with suction for large angular position, and the effect of 
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Table 4 Angular distributions of the local friction factor fw/p(—) Gr3/4 for an isothermal rotating sphere; Pr = 0.7 

5=_1 5 = 4 5=10 
<j> vw=-0.8 vw = Q vw = 0.8 vw=-Q.8 vw = 0 v„ = 0.S ty=--0.8 i;,v = 0 vw = Q.S 
JO 0.1808 0.1867 0.1741 0.3075 0.3246 0.3179 0.5267 0.5560 0.5555 
30 0.5149 0.5304 0.4911 0.8493 0.8961 0.8731 1.4325 1.5141 1.5078 
60 0.8630 0.8799 0.7907 1.2578 1.3201 1.2524 1.9708 2.0875 2.0421 
90 0.9610 0.9472 0.7880 1.0185 1.0101 0.8465 1.1286 1.1302 0.9598 

Table 5 Angular distributions of the local friction factor rw/p i^\ Gr3/5 for a constant-heat-flux rotating sphere; Pr = 0.7 

B=l B = A_ 6=10 
j Kw=-0.8 vw = 0 u,v = 0.8 ^ = - 0 . 8 vK = 0 !;,v = 0.8 vw=-0.8 vw = 0 uw = 0.8 
10 0.1987 0.2560 0.3109 0.3181 0.3746 0.4218 575303 675881 0.6273 
30 0.5706 0.7396 0.9005 0.8841 1.0503 1.1890 1.4465 1.6152 1.7295 
60 0.9886 1.3046 1.5997 1.3498 1.6590 1.9157 2.0246 2.3288 2.5356 
90 1.1700 1.5891 1.9586 1.2177 1.6106 1.9405 1.3070 1.6615 1.9288 

Table 6 Angular distributions of the Nusselt number NuGr 1/4 for an isothermal rotating sphere; Pr = 0.7 

5 = 1 B = A 5=10 
0 i;H,= -0.8 tJ,v = 0 vw = 0.8 vw=-Q.% vw = 0 vw = Q.S ^ = - 0 . 8 v„ = 0 vw = 0.S 
(T 0.8225 0.4869 0.2469 0.8756 0.5502 0.3100 0.9494 0.6324 0.3896 
30 0.8091 0.4732 0.2354 0.8545 0.5294 0.2923 0.9201 0.6044 0.3656 
60 0.7691 0.4326 0.2021 0.7913 0.4671 0.2403 0.8304 0.5190 0.2938 
90 0.7025 0.3649 0.1490 0.6835 0.3575 0.1520 0.6591 0.3539 0.1608 

Table 7 Angular distributions of the surface temperature (T„ — Ta,)Gr1/s/(qvl0R/k) for a constant-heat-flux rotating 
sphere; Pr = 0.7 

5 = 1 5 = 4 5=10 
0 vw=-0.8 vw = Q tiw = 0.8 a,,, = - 0 . 8 vw = 0 v„ = Q.S t-,v = - 0 . 8 vw = 0 v„ = 0.% 
0 1.1922 1.8159 2.8182 1.1310 1.6898 2.5943 1.0507 1.5256 2.2910 
30 1.2067 1.8438 2.8659 1.1515 1.7254 2.6516 1.0754 1.5660 2.3536 
60 1.2516 1.9302 3.0123 1.2161 1.8381 2.8304 1.1572 1.6986 2.5558 
90 1.3336 2.0919 3.2862 1.3394 2.0591 3.1793 1.3390 1.9949 2.9989 

buoyancy force to the skin friction is stronger than that of 
mass transfer to the skin friction. 

The angular distributions of the local Nusselt number 
NuRe#_!/2 are shown in Figs. 4 and 5 with two different 
thermal boundary conditions. As shown in these figures, the 
local surface heat transfer rate increases as the buoyancy force 
increases for fixed mass transfer. Also, for given buoyancy 
force and mass transfer parameters, the local Nusselt number 
of Fig. 4 or 5 is seen to decrease with increasing angle from the 
stagnation point. Figures 4 and 5 also show that an increasing 
suction yields an increase in the local Nusselt number 
NuReR"V l , but increasing blowing yields a decrease in 
NuRe^"'71. 

To illustrate how the buoyancy force and the centrifugal 
force affect the velocity field in the boundary layer, 
representative velocity profiles at x/R = 0.951 for several 
buoyancy parameters and rotation parameters are shown in 
Figs. 6-7 for both isothermal and constant-heat-flux surface 
conditions. It is noted that in the figures the dimensionless 
coordinate T\ is used as the boundary-layer thickness. It is 
evident from Figs. 6 and 7 that for aiding flow the velocity 
gradient at the wall increases as the buoyancy force increases, 
with an accompanying increase in the velocity near the wall 
region and an overshooting of the velocity beyond its local 
free-stream value. 

For comparison of our skin friction and heat transfer 
results, Hoskin's [1], Siekmann's [2], Chao's [11] and Lee's 
[4] results were used. The results are included in Tables 1 and 
2 and show excellent agreement with our results. 

Pure Free Convection Case. To illustrate the accuracy of 
the solutions by the present method, the local heat transfer 
results of Nusselt number and surface temperature from the 
present implicit finite-difference technique and the series 
expansion method [5] are compared in Table 3. It is seen from 
the table that the results of this paper are in good agreement 
with [5], The largest deviation between the two methods is at 
large angular positions. 

The effects of the angular velocity and mass transfer on the 
local friction factor for prescribed surface conditions are 
shown in Tables 4 and 5. For both the uniform surface-
temperature case and the uniform surface-heat-flux case, the 
local friction factor increases with increasing value of B. It is 
seen from Table 5 that the local friction factor increases with 
increasing blowing and decreases with increasing suction for 
uniform surface-heat-flux case. 

The heat transfer results for various values of B and vw are 
brought together in Tables 6 and 7. For an isothermal surface, 
NuGr ~ v' increases with increasing suction and an increase in 
B, but decreases with increasing blowing and an increase in <j>. 
For a constant-heat-flux surface, the local surface tem­
perature {Tw - Toa)Gr-y5/(qw0R/k) increases with increasing 
blowing and an increase in </>, but decreases with increasing 
suction and an increase in B. 

Representative x-direction velocity profiles at <j> = 30 deg of 
a permeable sphere for various values of v„ are illustrated in 
Figs. 8 and 9 in which uR/GvVl v% and uR/G~xvs e£ are plotted 
against 17. It is seen from Figs. 8 and 9 that the ^-direction 
velocity increases with increasing blowing, but decreases with 
increasing suction for a fixed value of B. 
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Conclusion 

A numerical method is presented for calculating the heat 
transfer rate and skin friction from a rotating permeable 
sphere. Both the cases of mixed convective flow and pure free 
convective flow over the sphere are considered. A great ad­
vantage of the present method is that this scheme is very 
efficient, unconditionally stable, and easily modified for the 
cases of nonuniform thermal boundary conditions. From the 
results of the present analysis, it is found that the local 
friction factor and local Nusselt number results exhibit a 
strong dependence on the variation of the mass transfer rate 
and buoyancy force for various values of B and Pr, par­
ticularly at large angular positions away from the stagnation 
point. 

References 

1 Hoskin, N. E., "The Laminar Boundary Layer on a Rotating Sphere,' 
50 Jahre Grenzschichtforchung, H. Gortler and W. Tollmien, eds., 1955, 
127-131. 

2 Siekmann, J., "The Calculation of the Thermal Laminar Boundary on a 
Rotating Sphere," Z. Angew. Math. Phys., Vol. 13, 1962, p. 468. 

3 Chao, B. T., and Greif, R., "Laminar Forced Convection Over Rotating 
Bodies," ASME JOURNAL OF HEAT TRANSFER, Vol. 96, 1974, pp. 463-466. 

4 Lee, M. H., Jeng, D. R., and Dewitt, K. J., "Laminar Boundary Layer 
Transfer Over Rotating Bodies in Forced Flow," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 100, 1978, pp. 496-502. 

5 Chiang, T., Ossin, A., and Tien, C. L., "Laminar Free Convection From 
a Sphere," ASME JOURNAL OF HEAT TRANSFER, Vol. 86, 1964, pp. 537-542. 

6 Yuge, T., "Experiments on Heat Transfer From Spheres Including Com­
bined Natural and Forced Convection," ASME JOURNAL OF HEAT TRANSFER 
Vol. 82, 1960, pp. 214-220. 

7 Klyachko, L. S., "Heat Transfer Between a Gas and a Spherical Surface 
With the Combined Action of Free and Forced Convection," ASME JOURNAL 
OF HEAT TRANSFER, Vol. 85, 1963, pp. 355-357. 

8 Hieber, C. A., and Gebhart, B., "Mixed Convection From a Sphere at 
Small Reynolds and Grashof Numbers," J. Fluid Mech., Vol. 38, 1969, pp 
137-159. 

, "Analysis of Mixed Forced and Free Con-
Heat Mass Transfer, Vol. 20, 1977, PP. 

9 Chen, T. S., and Mucoglu, A., 
vection About a Sphere," Int. J. 
867-875. 

10 Cebeci, T., and Bradshaw, P. , "Momentum Transfer in Boundary 
Layers," Hemisphere, Washington, D.C., 1977. 

11 Chao, B. T., "An Analysis of Forced Convection Over Nonisothermal 
Surface via Universal Functions," Recent Advances in Engineering 
Science—Proceedings of 14th Annua/ Meeting of the Society of Engineering 
Science, Lehigh University, 1977, pp. 471-483. 

ERRATA 

Corrections to "Augmentation of Laminar Flow Heat Transfer by Means of Wire Coil Inserts," by S. B. Uttarwar and M. 
Raja Rao, published in the November 1985 issue of the ASME JOURNAL OF HEAT TRANSFER, pp. 930-935. 

A, 

M0 

hi, 

16 RelD 

Nu0 

Nu„ 

Error 

= 2.(Gz)*0VfO0-1 4 

Re0 faRel z\D. ° \ 4 / \ L J 

* (D,\ * (/x,)014 

(17) 

(18) 

M0 

hi„ 

Correction 

Nu0 2 . (Gz)*( /V/0 0 1 4 

Nua Nu„ 

% \ v> /Z>,\ y' 

Re 3 ^ 16 

Re0 faRt\De 

D ^>»pf»(-f)"(^) 
Nu„ 

.(JL.)' 

(17) 

(18) 

404/Vol. 108, MAY 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ERRATA 
Corrections to "Augmentation of Laminar Flow Heat Transfer by Means of Wire Coil Inserts," by S. B. Uttarwar and M. 

Raja Rao, published in the November 1985 issue of the ASME JOURNAL OF HEAT TRANSFER, pp. 930-935. 

Correction 

(17) 
2.(Gz) VJ (~b/ ~1V)O.14 

(17) 

16 Re~Di 

Reo • foRe~De 
2(Reo)VJprVJ(+) y, (~i) Y'_('---~:=--~v_O.l_4 (18) 16 Re~Di 

Reo • faRe~De 
2(R._e_o)_Y_' p_r_Y_' _(_:_)_Y'_(_D_L_i )_"( --"'--r" 

NU a ~IV 
(18) 

4041 Vo I. 108, MAY 1986 
Copyright © 1986 by ASME 

Transactions.of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



P. 0. Biney1 

Wei-guo Dong2 

J. H. Lienhard 
Fellow ASME 

Heat Transfer and Phase-Change Laboratory, 
Mechanical Engineering Department, 

University of Houston, 
Houston, TX 77004 

Use of a Cubic Equation to Predict 
Surface Tension and Spinodal 
Limits 
The very general Shamsundar-Murali cubic equation is used to interpolate p-v-T 
data into the metastable and unstable regions. This yields a spinodal line that closely 
matches the homogeneous nucleation limit predicted by an improved kinetic theory. 
Only the pressure, the saturated liquid and vapor volumes, and the liquid com­
pressibility at saturation, as well as one compressed liquid data point, are needed to 
use the cubic equation for the interpolation process. The equation also yields an ac­
curate prediction of the temperature dependence of surface tension when it is 
substituted in van der Waals' surface tension formula. Thus, by capitalizing on the 
inherent relation among the p-v-T equation, the spinodal prediction, and the sur­
face tension —all three —it is possible to obtain each with high accuracy and minimal 
experimental data. 

Introduction 

Surface tension is intimately related to the metastable and 
unstable fluid states, and to the p-v-T equation that describes 
these states. The aim of this study is to use this interrelation to 
assist in the development of means for estimating and predict­
ing both p-v-Tand surface tension data. We therefore begin 
by reviewing the character of this relationship. 

Surface Tension and the Equation of State. It was shown 
in 1894 by van der Waals [1] that the temperature dependence 
of surface tension could be predicted precisely by the 
expression 

a f % 1 r r vr " 1 1 / 2 

rf "0 " "rj 

where a is the surface tension; Tr,pr, and vr are the reduced3 

temperature, pressure, and volume; and where g and/denote 
saturated vapor and liquid values. The constant a0 is a 
reference value of the surface tension which van der Waals 
showed how to evaluate in terms of molecular properties. (No 
one to date has managed to make accurate evaluations of a0.) 

Little has been done with equation (1) because its use re­
quires a full knowledge of p-v-T information throughout the 
metastable and unstable fluid regimes (see Fig. 1). van der 
Waals used his own famous equation of state in equation (1) 
and - without the aid of a computer - succeeded in making an 
approximation valid only near the critical point: 

lim 16 
-ffo(l - Trf (2) 

Recent studies (see, e.g., [2]) of the variation of a with Tr near 
the critical point suggest that 

lim ffoc(l-rr)' (3) 

gives a more plausible temperature dependence for real fluids 
than equation (2). It is also known that a form of equation (2) 
with an exponent of 11/9, or 1.22, represents a wide variety of 
fluids pretty well at lower temperatures. 
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vB are 
dieting 
us nucleation 

urated vapor 

Fig. 1 Typical real-fluid isotherms 

On Locating the Spinodal Line. A knowledge of the loca­
tion of the liquid and/or vapor spinodal lines can be par­
ticularly helpful in the process of developing the p-v-T equa­
tion of state that is needed to complete the integration of equa­
tion (1). In 1981, Lienhard and Karimi [3] provided molecular 
arguments that showed that the liquid spinodal limit4 could be 
predicted quite accurately by homogeneous nucleation theory. 
They also showed that this was not true for the vapor spinodal 
limit [3, 4]. Vapor spinodal lines lie nowhere near the limit of 
homogeneous nucleation for vapors. 

In the course of their work, Lienhard and Karimi used the 
conventional homogeneous nucleation expression 

J-
nucleation events 

molecule collisions 
- = e (4) 

The spinodal limit is the locus of points at which (dp/dv)T is zero (see Fig. 
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where5 

j=probability of nucleating a bubble in a given collision (5) 
and 

Gb=Wkait/(kT or kTc) 

and (see e.g. [5]) 

Wk„„=-
167T(T3 

(6) 

(7) 
3iPsat(Tsp)-p]2(l-vf/vg)

2 

Notice that in equation (6) we suggest that the Gibbs 
number Gb should be a ratio of the critical work required to 
form a nucleus to either kT or kTc. The conventional nuclea-
tion theory is based on the average kinetic energy of the sur­
rounding molecules, which is on the order of kT. However, it 
was noted in [3] that the energy required to separate molecules 
from one another is on the order of kTc. This seemed to be an 
equally plausible candidate for the characteristic energy of the 
system. 

When equations (4), (6), and (7) are combined, we obtain 
the following expression for the homogeneous nucleation 
pressure p corresponding with a given temperature Tsp 

167TO"3 

~ l D J = 3(kT or kTc)\p,at(Tsp) -pf{\ - v,/vgf
 ( 8 ) 

where ly and vg are to be evaluated at Tsp. Two issues re­
mained: identifying the value of j that will give the spinodal 
limit, and deciding whether to use kT or kTc. 

Lienhard and Karimi next curve-fit cubic equations to the 
well-documented stable equilibrium states of water, constrain­
ing them to satisfy the "Gibbs-Maxwell" requirement that 

J / 
vdp = 0 (9) 

which stipulates that the two regions between an isotherm and 
a horizontal line connecting / and g must be equal to one 
another in area (e.g., Area A in Fig. 1 equals area B). They 
chose the Himpan form [8] of cubic equation 

A a 
Pr= -r—. w ^ ,. (10) 

vr-b (vr-c)(vr + d) 
and evaluated all five constants using least squares fit. They 
re-evaluated the constants for each of many isotherms. 

There were two weaknesses in this curve-fit procedure. The 
first is that equation (10) was not forced to fit the ideal gas law 
precisely at high temperatures. The second is that the Himpan 
form turns out to be slightly restrictive. We remedy these 
features subsequently. 

Equation (10) with the five statistically fitted constants gave 
interpolated liquid spinodal pressures that showed some 
numerical data scatter. These pressures corresponded very 

Actually, it is more common (see Skripov [5, 6] and Avedisian [7]) to use J 
instead of j . J is equal to j multiplied by the rate of molecular collisions per cubic 
centimeter. For water, J is about 10 times j in these units. 

closely to the homogeneous nucleation pressures given by 
equation (8) with j=\Q~i and with kTc used as the 
characteristic energy. The interpolations did not come close to 
equation (8) when the conventional energy AT was used. (The 
minimal value of j = 10 5 was not purely empirical. Molecular 
arguments in [3] fixed it within an order of magnitude or so.) 

It is important to note that when these arguments are ap­
plied to the vapor spinodal [3] they show that the limit of 
homogeneous nucleation of droplets is far from the vapor 
spinodal limit. 

A New Form of Cubic Equation for Fitting p-v-T 
Data. Shamsundar and Murali [9, 10] have recently made ef­
fective use of the following general form of cubic equation in 
fitting individual isotherms 

a 
(v-vA(v-v,„)(v-vg) 

Psat (v+b)(V+C)(V + d) ( U ) 

The quantities p s a t , vf, v,„, vg, b, c, and d all vary with 
temperature. This form has the advantage that it automati­
cally satisfies critical point criteria, but it need not be tied to 
them. It is also prefactored to simplify fitting the constants. 

Three of the coefficients in equation (11) are the known 
temperature-dependent properties: psat, vf, and vg. Thus the 
most straightforward use of the equation is one in which it is 
fit to one isotherm at a time. 

Murali simplified equation (11) by setting c = d and thereby 
reducing the number of unknown coefficients to three. These 
three coefficients were determined by imposing the following 
three conditions on the equation: the ideal gas limit at low 
pressures, the Gibbs-Maxwell condition, and the measured 
isothermal compressibility of saturated liquid. He thus 
evaluated the coefficients of the equation directly (rather than 
statistically) using very few data. 

The condition under which equation (11) reduces to the 
ideal gas law, by the way, is 

RT 
= b + c + d+vf+v,„ + vg (12) 

Psat 

This kind of temperature-by-temperature application of 
equation (11) yielded far higher accuracies [10] than any ex­
isting cubic equation, particularly in the liquid range. The 
equation also performs extremely well in the stable 
superheated vapor range. The key to this success is, of course, 
the fact that the coefficients do not have to obey any predeter­
mined dependence on temperature. 

An Illustrative Application of the Preceding Ideas. Infor­
mation of the kind we have been describing can be used to ex­
pand existing knowledge. Karimi, for example, developed a 
new fundamental equation [11] for water, based in part on his 
interpolations. When this fundamental equation was used to 
generate p-v-T data for use in equation (1), the resulting 
values of o7<r0 lay within 4.3 percent of measured values over 
all but the lowest range of saturation temperatures. This was 

Nomenclature 

A, a, b, c, d = undetermined constants in the various 
cubic equations 

Gb = Gibbs number (see equation (6)) 
j = nucleation probability, equation (5) 
J = j expressed as a rate per unit volume 
k = Boltzmann's constant 
p = pressure 
T = temperature 

v, vf, vg = specific volume, saturated liquid volume, 
saturated vapor volume 

vm = v at the root of a cubic p-v-Tequation be­
tween Vf and vg 

a, a0 = surface tension, undetermined reference 
value of a 

oi = the Pitzer acentric factor, 

- 1 - lOg10Pr,sat ( ^=0-7 ) 

Superscripts and Subscripts 

c = a property at the critical point 
f,g = saturated liquid or vapor properties 

r = a "reduced" property (Xr=X/Xc) 
sat = a property at a saturation condition 
sp = a property at a spinodal point 
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Fig. 2 Typical values of the error in pressure as predicted by cubic 
p-v-T equation curve-fitted to four data points 

the first and only such use of the van der Waals surface ten­
sion theory to verify p-v-T information, to our knowledge, 
and it displays the potential interaction of a and p-v-T 
information. 

Present Objectives. The availability of Shamsundar and 
Murali's new method for interpolating isotherms gives means 
for substantially improving upon the work in [3] and for re­
opening the two questions: (1) "Is kTc a better characteristic 
energy than kJl" (2) "What minimum value of j gives the 
spinodal limit when it is used in equation (8)?" 

We therefore address these matters using van der Waals' 
surface tension prediction as a hitherto little-used validity 
check. 

Isothermal Curve Fits 

We altered two of Murali's assumptions: We did not use the 
assumption that c = d. This increased the number of unknown 
coefficients by one, but stood to improve the accuracy of the 
resulting equation. The second alteration dealt with the 
restrictive form of the denominator of equation (11) {v + b) 
• (v + c) (v + d). In this form the equation is restrictive if b, c, 
and d are to be real. This implication was relaxed by writing 
the denominator in the form (v + a) (v2 +fv + g) where/= b + c 
and g = be [9]. This form allows b and c to be complex without 
using complex numbers explicitly. 

To complete the curve fit we needed one more condition 
than Murali did since we chose not to set c = d. For this we 
selected a high-pressure liquid point. We identified the 
pressure that made the isotherm best fit the available data for 
stable liquid and vapor states by trying several pressures until 
we found the one that worked best. For water this pressure 
proved to be about 800 bars, or a reduced pressure of about 
3.7, although substantially higher or lower values worked 
almost as well. Data from the IFC Formulation for Scientific 
Use [12] were used to do this. 

- 2 -

-10 

-12 -

- 1 4 

-

-

-

" 

predicted by 
cubic p-v-T "~~~7-\ 
equation / 

i / I 

// 
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Reduced temperature, Tr 

3 Comparison of the spinodal limit of water as predicted by 
homogeneous nucleation theory and by the general cubic equation 

When the four conditions were applied to the cubic equa­
tion (11) they yielded four nonlinear equations which we 
solved using the method of successive substitutions and linear 
interpolation. 

We made sets of isothermal curve fits for water and for 
several straight-chain hydrocarbons. For the straight-chain 
hydrocarbons, we used the data of Starling [13] as curve-fitted 
by Reynolds [14], where we could. (However, in a few cases 
the Starling data for liquids disagreed with API data [15] or 
the data of Vargaftik [16].) These were the only substances for 
which we could readily obtain reliable p-v-T and surface ten­
sion data [15, 16, 17] over broad ranges of temperature. In all 
cases, the high-pressure p-v-T data point used in the curve fit 
was the value at pr = 5. 

We also looked at ammonia, argon, benzene, carbon di­
oxide, methane, hydrogen, oxygen, and nitrogen for which we 
did not have complete data over large ranges. In these cases 
curve fits were only made at one temperature each. The data 
sources for these cases were [16, 17, 18]. 

The fluids considered here resolve roughly into two 
classifications: those for which we are confident of the ac­
curacy (water, oxygen, hydrogen, nitrogen, butane, heptane, 
pentane, and propane) and those for which we found some 
level of unresolvable disagreement in the relevant properties 
(ammonia, argon, benzene, carbon dioxide, ethane, hexane, 
methane, and octane). In the subsequent discussions we take 
care to base our conclusions only on the results obtained in the 
former fluids. 

Figure 2 shows the resulting errors of the cubic interpola­
tions for several typical fluids. These plots of error in the 
predicted pressure, at selected values of Tr in the liquid range, 
reflect a very severe test of the curve fits. They consistently 
show errors substantially less than one percent, at reduced 
temperatures below 0.9. 

Liquid Spinodal Limits 

Figure 3 compares the spinodal limit of water as predicted 
by our cubic equation with the predicted spinodal limit based 
on equation (8). The NBS surface tension recommendation 
[19] was used in this calculation. (The value of j used in Fig. 3 
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Fig. 4 Comparison of the spinodal limit of several fluids as predicted Reduced temperature, Tr 

by homogeneous nucleation theory and by the general cubic equation F i g . 5 comparison of the values of V^Tntf) for which equations 
and (11) agree exactly 

0.5 0.6 0.7 0,8 O.E 

Reduced temperature, Tr 

1.0 

was 2x 10"5. We return to the question of specifying./ below.) 
The agreement is very good when kTc is used in place of kT'm 
the equation, except at such low temperatures and high liquid 
tensile stresses that both theories are being pushed to the edge 
of their limits of applicability. The choice between AT and kTc 

makes little difference in the region of positive pressure, and 
this is the only region in which nucleation experiments have 
ever been made for large j . At lower pressures the two diverge 
very strongly. 

Our suggestion that kTbe replaced with kTc is largely based 
on this kind of extrapolation. This kind of demonstration was 
made less conclusively (with the less flexible Himpan equa­
tion) in [3]. The present evidence is very compelling indeed. 

Several other such comparisons are given in Fig. 4 for 
butane, heptane, hexane, and propane. (Since surface tension 
data were not available for butane and propane over the entire 
range of temperature, the missing values had to be filled in 
with the help of equation (1) in these cases.) In each case, we 
have used a limiting value of j that best fits the extrapolation. 
Thesey's do not all match the value of 2 x 10 - 5 used for water. 

The four fluids selected for display in Fig. 4 were chosen 
because they embrace a wide range of j values. By the same 
token, the four fluids shown in Fig. 2 were selected because 
they typified the error of the many fluids that have been fitted. 

The results of an inverse kind of calculation are shown in 
Fig. 5. Values of V-ln(/ ') , which is inversely proportional to 
the pressure difference between saturation and the liquid 
spinodal line, were calculated at each point using equation (8), 
with kTc, and the pressure difference predicted by equation 
(11). 

Figure 5 strongly suggests that a "best value" of j for the 
spinodal limit - if one truly exists - is one slightly in excess of 
10"5, in preference to 10"5 which was previously suggested 
[3]. It is clear that these j limits are fairly sensitive to the ac­
curacy of the data upon which they are based. Thus, in choos­
ing the appropriate limiting value, one must be guided strong­
ly by water and the other very well-documented fluids. 

One must also consider whether or not these j values were 
obtained in regimes in which the cubic equation is truly very 
accurate. Figure 2 makes it clear that the general cubic equa­
tion interpolations begin to lose precision at very high 
temperatures - typically before 7",. = 0.9. It also becomes ap­
parent in the subsequent section that, although it interpolates 
stable properties very accurately at low temperatures, equa­
tion (11) probably fails to represent metastable and unstable 
properties with very high accuracy at low temperatures. This is 
evident in its failure to predict the temperature dependence of 
surface tension with high accuracy below Tr = Q,5. 

We accordingly restrict the plots in Fig. 5 to the range 
0.5 < Tr <0.85, or to a smaller range in which reliable data are 
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Fig. 6 Predicted and measured temperature dependence of the sur­
face tension of water 

available. Furthermore, we suggest that the middle 
temperature range in Fig. 5 is the most reliable. We have 
averaged the ordinate values of the more reliable data in Fig. 
5, giving water double weight, to obtain the recommendation 
that 

•/spinodal S 3 X 10 

This is just a little higher than the values of (1 or 2)X 10~5, 
used previously. However this must be accompanied by the 
warning that we might eventually have to admit some 
dependence of the limiting j on Tr and the fluid. (Of course 
3 x 10 ~5 is an approximation that one would only want to use 
if better information about j were unavailable.) 

Notice, too, that replacing AT with kTc was a pretty revolu­
tionary suggestion. The modification of j by even so much as 
an order of magnitude, on the other hand, is far less important 
because most calculations based on j are very insensitive to its 
value. 

Prediction of Surface Tension 

The acid test of any p-v-Tequation that purports to predict 
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metastable and unstable properties is whether or not it cor­
rectly predicts the temperature dependence of surface tension 
when it is used in van der Waals' equation (1). We have sub­
jected our cubic equations for water to this test at each 
temperature, and the results are shown in Fig. 6. 

Figure 6 makes it quite clear that, except at the very lowest 
temperatures, this prediction has been extraordinarily suc­
cessful. Nevertheless, it is this evidence that suggests that, 
while the cubic fits the low-temperature stable points with 
great accuracy, it is probably less accurate than we would wish 
in the metastable-unstable range. Of course, this observation 
is based on water - the only substance for which we had full 
data below Tr = 0.5, but one which is also known for its 
strange behavior at low temperatures. 
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tions of p-v-T data 
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Figure 7 shows the error in the predicted temperature 
dependence of surface tension, for water. The prediction is 
very nearly within the reported accuracy of the NBS surface 
tension data [19] for 7"r>0.5. The accuracy of Karimi's 
prediction is also included for comparison. 

Figure 8 includes a comparable set of curves for heptane, 
hexane, and octane, the only fluids besides water for which 
convincing surface tension data were available over a wide 
range of temperature [16]. These curves again show that the 
cubic interpolations give very good predictions of the 
temperature dependence of surface tension when they are 
substituted in equation (1). Figure 9 shows the percent error in 
a/a0 for these fluids. Once again the results are very accurate 
for Tr<0.85. 

While equation (1) only predicts a/a0, we would like to be 
able to predict a0 as well. To make the comparisons in Figs. 6 
and 8, it was necessary to calculate the average value of a0 for 
each substance, based on the surface tension data. We also 
computed some values of a0 at single points for fluids for 
which reliable p-v-T and a data were not available over ranges 
of temperature. 

In 1955, Brock and Bird [20] showed that the appropriate 
corresponding states nondimensionalization of a was 
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o0/pc
2n(kTc)

,n. Figure 10 presents the correlation of our <J0 

values as a function of the Pitzer factor w using this non-
dimensionalization.6 The points based upon the data in which 
we have high confidence are presented as solid symbols. They 
define the following correlation 

(70/pc
2/3(Arrc)

1/3 = 1.08-0.65co (13) 

with a correlation coefficient of 0.995. The remaining data are 
somewhat more widely scattered, but they do not significantly 
alter the correlation. 

Others, starting with Hakim et al. [23], have formed cor­
responding states correlations for a that include expressions 
for <T0. These can be very useful, but they are normally based 
on assumed forms of the temperature dependence of o/o0, 
that differ from that given by van der Waals' integral. Yet, 
even though these a0 expressions might also be linear in co (as is 
true in [23]), they do not and should not match equation (13). 
Equation (13) gives the lead constant specifically for the van 
der Waals integral. 

One can thus predict surface tension with acceptable ac­
curacy for many applications, using p-v-T data alone, with 
the help of equations (1) and (13). As a matter of academic in­
terest, we can predict a dimensionless a0 for the van der Waals 
equations (for which w= -0.302). The value is 1.276. 

Conclusions 

1 It appears possible to interpolate p-v-T data with great 
accuracy and a minimum of experimental data, using equation 
(11). The accuracy of such predictions has proven to be best 
(for the 16 fluids studied) in the range 0.5 <T r < 0.85. 

2 The limiting value of j for which the homogeneous 
nucleation theory, equation (8), gives the spinodal limit, is on 
the order of 3 x 10~5. However, it might ultimately show some 
variation from fluid to fluid, or from one saturation condition 
to another. 

3 Further compelling support is provided for the idea (sug­
gested in [3]) that kTc should be used in equation (8) in place 
of kT. 

4 Equation (1) provides convincing support for the present 
predictions of metastable and unstable p-v-T data. 

5 The lead constant aa in equation (1) is given by equation 
(13). 

6 The Shamsundar-Murali cubic equation has only been 
used for individual isotherms here. We strongly recommend 
that the problem of developing general corresponding states 
correlations to represent the temperature dependence of its 
coefficients be undertaken in the future. 
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Evaporation at a Liquid Surface 
Due to Jet Impingement 
Experiments were performed to determine mass transfer coefficients for evapora­
tion from a water surf ace on which an air jet impinged. During the course of the ex­
periments, parametric variations were made of the jet velocity and diameter, the 
separation distance between the jet origin and the water surface, the diameter of the 
water surface, and the degree of insulation of the water containment pan. It was 
found that for all of the investigated operating conditions, the dimensionless mass 
transfer coefficient varied with the 0.8 power of the jet Reynolds number. Further­
more, the transfer coefficient decreased linearly as the separation distance between 
the jet origin and the water surface increased, with the most significant decreases oc­
curring at relatively small values of the surface-to-jet diameter ratio. At larger 
diameter ratios, the transfer coefficient was relatively insensitive to the separation. 
In general, the larger the diameter of the water surface, the lower the transfer coeffi­
cient. Comparisons with the literature showed that the dimensionless mass transfer 
coefficients for impingement on a liquid surf ace are lower than those for impinge­
ment on a solid surface. 

Introduction 

Jet impingement provides heat transfer coefficients that are 
among the highest available in any forced convection flow. 
This characteristic has motivated experimental study of a 
variety of jet/impingement-surface configurations, involving 
both heat transfer and mass transfer. The mass transfer work 
was limited to jet impingement on solid surfaces, and the 
resulting mass transfer coefficients were transformed to heat 
transfer coefficients by employing the well-established 
analogy between the two transport processes. A survey of the 
available heat and mass transfer literature on jet impingement 
has been provided by Martin [1]. 

The present work is concerned with evaporation mass 
transfer which occurs due to jet impingement on a liquid sur­
face. The capability of the liquid surface to deform and to 
move in response to both the impinging jet and the ensuing 
wall jet gives rise to a pattern of fluid flow which differs from 
that existing adjacent to a solid surface. The response of the 
mass transfer coefficient to such an altered flow pattern will 
be investigated here by experiment. 

The physical situation to be studied is the normal impinge­
ment of an air jet on a water surface. The jet is of circular 
cross section and impinges at the center of the water surface, 
which is also of circular planform. Measurement of the rate of 
evaporation and evaluation of the density of the water vapor 
at the liquid surface and in the jet from temperature and 
pressure measurements enabled the mass transfer coefficient 
and the Sherwood number to be determined. 

The experiments encompassed systematic variations of four 
relevant physical parameters. These included the jet velocity, 
the diameters Dj and Dw of the jet and the water surface, and 
the separation distance S between the origin of the jet and the 
surface. In dimensionless terms, the parameters can be 
represented by the jet-origin Reynolds number Re and the 
dimension ratios Dw/Dj and S/Dj. The Dw/Dj ratio extended 
from 7.7 to 23.5 in six steps, with one of the D„/Dj values be­
ing attained using two different combinations of Dw and Dj. 
This duplication was employed with a view to verifying the 
universality of D„/Dj as a correlating parameter. The S/Dj 
ratio ranged from 5 to 15 in three steps. For each Dw/Dj, S/Dj 
combination, the jet Reynolds number covered the range from 
about 3800 to 15,000. The presentation of results will be struc-
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tured so as to highlight the effect of each of the dimensionless 
parameters on the Sherwood number. 

The densities of the water vapor at the liquid surface and in 
the jet were constant during a given data run but varied ap­
preciably during the duration of the experimental work. Such 
variations were useful in that they provided the opportunity to 
demonstrate that the mass transfer coefficients were universal, 
i.e., independent of the densities of the water vapor. To vary 
the vapor density at the liquid surface, different degrees of in­
sulation of the water containment pan were used. The 
response of the Sherwood number to the thus-achieved 
changes in vapor density will be highlighted. Density changes 
also occurred in response to climatic changes, i.e., changes in 
the relative humidity of the air. 

Experimental Apparatus and Procedure 

Apparatus. To achieve the well-defined thermal, vapor 
concentration, and hydrodynamic conditions necessary for the 
attainment of accurate and reproducible data, the experiments 
were performed in an environment chamber and in the suction 
mode. In this mode of operation, air from the temperature-
controlled laboratory room was drawn into and through the 
chamber by a downstream-positioned blower, the discharge of 
which was vented outside the building. This arrangement 
avoided the uncontrolled compression-related preheating of 
the air and the hydrodynamic disturbances which would have 
occurred had the system been operated in the blowing mode, 
i.e., with an upstream-positioned blower. 

The description of the experimental apparatus is facilitated 
by reference to Fig. 1. The environment chamber was a large, 
rectangular, metal-walled enclosure, completely airtight ex­
cept for a vertically oriented jet delivery tube that pierced its 
upper wall and an air exit port that was centered in its lower 
wall. The chamber was 1.52 m in height, with a square 
horizontal cross section of dimensions 0.61 x 0.61 m. Only the 
upper portion of the chamber is depicted in Fig. 1. 

The water to be evaporated was contained in a specially 
fabricated, straight-sided circular pan supported from below 
by a cylindrical column. Two such pans were employed during 
the course of the experiments, with respective water-surface 
diameters Dw of 16.34 and 22.30 cm (surface area ratio = 1.84) 
and a sidewall height of 2.54 cm. The pans were fabricated 
from 0.0635-cm-thick galvanized steel. Distilled water was 
used in all of the experiments. 

The actual support of the pan was accomplished by three 
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PLENUM 

Fig. 1 Main features of the experimental apparatus 

sharp-tipped Teflon screws threaded into a plexiglass flange at 
the top of the support column. Adjustment of the screws 
facilitated the leveling of the pan. The support column was a 
thin-walled 10.16-cm-dia pvc tube. Note that all the com­
ponents of the support system were made of low-conductivity 
materials which, coupled with the point contact between the 
screw tips and the bottom of the pan, served to minimize ex­
traneous heat conduction. 

In a supplementary set of experiments, the water contain­
ment pan was enveloped at the sides and from below by an in­
sulating cassette as pictured schematically in the inset at the 
lower right in Fig. 1. The presence of the insulation gave rise 
to lower temperatures of the evaporating water surface and to 
lower vapor pressures at the surface. The cassette was 
fabricated from closed-pore polystyrene insulation 
(Styrofoam) and covered with plasticized contact paper. Its 
outboard, upfacing surfaces were beveled downward at 45 deg 
in order to avoid altering the pattern of fluid flow adjacent to 
the water surface. Support of the cassette-enveloped pan was 
by the sharp-tipped Teflon screws as before. 

The jet which impinged on the water surface originated at 
the exit cross section of a circular tube (i.e., the jet delivery 
tube). As seen in the figure, the delivery tube was supported 
and positioned by a sleevelike guide which rested in a lap in the 
upper wall of the environment chamber. The tube could be 
moved vertically within the guide, so that its exit could be 
positioned at any desired distance S from the water surface. At 
the lower end of the tube, the outer wall was beveled back 

from the exit cross section at 45 deg to minimize possible ef­
fects of the finite wall thickness. 

Three jet delivery tubes were used throughout the course of 
the experiments, with respective internal diameters Dj equal to 
0.950, 1.572, and 2.129 cm. A different custom-fitted guide 
was used with each tube. The lengths of the tubes were selected 
to ensure the attainment of hydrodynamically developed flow 
at the exit, and the respective length-diameter ratios of the 
tubes were 80, 60, and 50. The motivation for the attainment 
of developed flow is that such flows are characterized by well-
defined and reproducible velocity distributions and turbulence 
levels. 

The portion of the jet delivery tube which protruded above 
the upper wall of the environment chamber was enclosed in a 
cylindrical plenum chamber. The wall of the plenum was 
pierced near its lower end by an array of holes, and it was 
through these holes that air was drawn into the system. This 
plenum arrangement was adopted to ensure the accurate 
measurement of the initial state of the airflow by a 
psychrometric unit situated atop the upper wall of the environ­
ment chamber. 

In the lower portion of the environment chamber (not 
shown in Fig. 1) was situated a balance for mass measurement 
and a platform. Immediately preceding and immediately 
following each data run, when measurements were made of 
the mass of the pan and its contents, the lower end of the sup­
port column rested on the weighing surface of the balance. 
During the data run proper and at all other times, the column 
rested on the platform. In the transfer of the support function 
from the balance to the platform, both the column and the 
balance remained stationary while the platform was slid under 
the flanged lower end of the column. The balance and the plat­
form were positioned so as to avoid blocking the air exit port 
situated at the center of the lower wall of the environment 
chamber. 

The environment chamber was equipped with two leakproof 
access windows. One of these was situated in the upper por­
tion of the chamber and was used for filling and emptying the 
water pan and for positioning the pan and the jet delivery 
tube. The second window, situated in the lower part of the 
chamber, was used to facilitate the mass measurement opera­
tions and in transferring the support function from the plat­
form to the balance and vice versa. 

The upstream plenum, the jet delivery tube, and the en­
vironment chamber were part of an open-loop flow circuit. 
The air exiting the environment chamber was ducted through a 
flowmeter (a calibrated orifice plate) and a control valve to the 
blower, which was situated in a service corridor outside the 
laboratory. 

Instrumentation. The humidity of the air entering the en­
vironment chamber was measured by a specially designed 
psychrometric unit. It consisted of a 76-cm length of 7.6-cm-
dia plexiglass tube equipped at its downstream end with a fan 
which operated in the suction mode. The fan and the tube 

Nomenclature 

A = area of water 
surface = -KD2JA 
diameter of jet at origin 
(i.d. of delivery tube) 
diameter of water surface 
mass diffusion coefficient 
enthalpy per unit mass 
average mass transfer coef­
ficient, equation (1) 

AM = change of mass 

Dj 

Dw 

h 
K 

P 
Re 

Sc 
Sh 

Tab 

rate of mass flow in jet 
delivery tube 
pressure 
jet-origin Reynolds 
number = 4/hj/fiirDj 
separation distance between 
jet origin and water surface 
Schmidt number 
Sherwood number = KDW/S) 
dry-bulb temperature 

TWb 
T 
1 wtr 

w 
v 

P 
PwvJ 

P' wv,s 

wet-bulb temperature 
water temperature 
specific humidity 
viscosity 
kinematic viscosity 
density 
water vapor density in jet 
water vapor density at liq­
uid surface 
duration of data run 
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cross-sectional area were chosen to yield an airflow velocity 
which provides near equality of the psychrometric wet-bulb 
temperature and the thermodynamic wet-bulb temperature. 
Wet- and dry-bulb thermometers, which could be read to 
0.1 °F or better, were inserted radially into the tube through 
cork apertures in the cylindrical wall. The thermometer bulbs 
were positioned at the tube centerline, with the dry-bulb ther­
mometer upstream of the wet-bulb thermometer (the separa­
tion distance was 30 thermometer diameters). Radiation 
shielding was provided by aluminum foil which completely 
covered the outside wall of the plexiglass tube. 

The air temperature in the environment chamber was sensed 
by a thermocouple situated at a distance of ViS above the 
water surface and displaced to the side of the jet by a distance 
of 'ADW from the jet centerline. The thermocouple reading 
was virtually indistinguishable from that of the dry-bulb ther­
mometer of the psychrometric unit. 

Four thermocouples were used to measure the temperature 
of the evaporating water. One of these was situated at the 
centerline, and a second was positioned adjacent to the outer 
rim (about 0.3-0.4 cm from the rim). The other two ther­
mocouples were installed so as to give a uniform radial spacing 
for the four thermocouples. Owing to the presence of surface 
motions which occurred for certain operating conditions, the 
thermocouple junctions were located about 0.6 cm below the 
nominal surface plane of the water. That placement ensured 
that the junctions were not exposed to the airflow. All ther­
mocouples were made from precalibrated, Teflon-coated, 
30-gage chromel and constantan wire. 

Mass measurements were made with an Ohaus triple-beam 
balance having a capacity of 2610 g and which could be read to 
0.05 g. The mass evaporated during a data run typically fell in 
the range of 20-50 g. 

The pressure in the environment chamber was read relative 
to ambient by a Baratron solid-state, capacitance-type 
pressure meter having a resolution of 10~3 Torr. The same 
meter was used for the pressure measurements relevant to the 
orifice flowmeter. A barometer situated adjacent to the en­
vironment chamber provided the ambient pressure. 

Procedure. It is well established that the temperature of an 
evaporating water surface is lower than that of the ambient air 
into which the evaporation takes place. Furthermore, if the 
water is initially at ambient temperature, a waiting period 
must be allowed for the water temperature to decrease to its 
equilibrium value for steady-state evaporation. In the pres­
ent experiments, it was determined from preliminary data runs 
that equilibration periods of 1 and 1 Vi hours, respectively, for 
the smaller and larger pans, were more than sufficient to yield 
steady-state evaporation. Prior to the initiation of the 
equilibration period, the pan was overfilled to compensate for 
the expected loss of mass due to evaporation. During the 
period, the jet velocity and separation distance were those of 
the upcoming data run. 

At the conclusion of the equilibration period, the pan re­
mained slightly overfilled (an elevation of the surface of 
0.05-0.1 cm at the center). This degree of overfilling ensured 
that the water level did not drop perceptibly below the upper 
edge of the pan sidewall during the ensuing data run. The ter­
mination of the equilibration period was immediately fol­
lowed by the measurement of the mass of the pan and its con­
tents, after which the data run proper was initiated. 

During the run, the four thermocouples situated in the pan 
were read periodically - a total of twenty times. The wet- and 
dry-bulb thermometers, the environment chamber thermocou­
ple, and the pressures were read four times at equal intervals. 
The duration of the run was chosen to yield evaporation-
induced changes of mass in the 20 and 40 g ranges, respective­
ly, for the smaller and larger pans. The mass was measured 
immediately after the termination of the run. 

Data Reduction 

The mass transfer coefficient K for the evaporation process 
was evaluated from the definition 

K={UV[/TA)/(PWUIS-PWUJ) (1) 

In this equation, AM is the measured change of mass which 
occurred during a time interval r, whiles is the area of the cir­
cular planform of the water surface (i.e., A = %D2JA). The 
denominator is the difference between the densities of the 
water vapor at the water surface and in the jet, p,TOS and pwvj, 
respectively. Note that for the conditions of the experiments, 

(2) 
where pwv]00 is the vapor density in the ambient within the en­
vironment chamber. From the standpoint of practice, p,v„i00 is 
the most convenient representation of pwuj, since it is well 
defined and can be readily determined. 

For the evaluation of p„iS, it was assumed that phase 
equilibrium prevailed at the liquid-vapor interface (i.e., at the 
surface of the liquid), so that the vapor was saturated vapor 
corresponding to the water temperature Twlr. The value of 
Twlr was obtained by averaging the thermocouple readings 
both radially and temporally. Owing to the virtual uniformity 
of the radial temperature distribution, it was not necessary to 
weight the individual thermocouple readings. Then, in terms 
of standard notation (g = saturated vapor) 

Pm,s=Pg(Twtr) (3) 

The evaluation of pwvj begins with the determination of the 
specific humidity W of the air entering the upstream plenum 
from the laboratory. From any standard thermodynamics 
text, 

W= [Wwbhfg(Twb) + cpa{Twb-Tdb)]/[hg(Tdb)~hf(Twb)] (4) 

Here, hf and hg denote the enthalpies of saturated liquid and 
saturated vapor, and hjg is the latent heat, each evaluated at 
the indicated temperature, where Tdb and T„b respectively 
denote the dry-bulb and wet-bulb temperatures measured by 
the psychrometric unit. In addition, cpa is the specific heat of 
dry air (taken as 1.006 k J / k g - ° C ) and Wwb is the specific 
humidity corresponding to the wet-bulb saturation condition, 
i.e., 

Wwb = 0 .622 A a t (7^ )/[pbar -Psal(Twb)} (5) 

in which pb a r and p s a t are, respectively, the barometric 
pressure in the laboratory and the saturation pressure of water 
vapor. 

In the impinging jet, the specific humidity is equal to the 
value obtained from equation (4), but the pressure is no longer 
equal top b a r . If Ap is the pressure drop between the laboratory 
and the environment chamber, the pressure in the jet can be 
expressed as pj = (pbar - Ap). Then, in the jet, 

W=0.622pWVJ/(pj-pWVJ) (6) 

or 

PmJ =Wp/(0.622+W) (7) 

from which the numerical value of pwvj follows directly. 
Finally, from the definition of the relative humidity </> 

<t> =Pmj/psA
Tj) = Pwvj/Pg (Tj) (8) 

where the temperature 7} is the measured temperature in the 
environment chamber, which was virtually identical to the 
dry-bulb temperature at the psychrometric unit. Equation (8) 
can be solved for the numerical value of pwvj, which is then in­
troduced into equation (1), thereby completing its evaluation. 

All of the thermodynamic properties needed in the forego­
ing calculations were taken from the ASHRAE Handbook [2], 

The mass transfer coefficients determined from equation (1) 
were recast in dimensionless form in terms of the Sherwood 
number 
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Fig. 7 Sherwood number results for the insulated water containment 
pan, Dw/Dj = 10.47 

Sh = KDW/S> (9) 

By introducing the Schmidt number Sc = p/33, the mass diffu­
sion coefficient 2D can be eliminated from equation (9), so that 

Sh = (KDvl/v)Sc (10) 

For the air/water vapor system, Sc = 0.6 (Table 10.1 of [3] and 
Table 7 of [4]). 

The kinematic viscosity v (= jx/p) appearing in equation (10) 
was evaluated at jet conditions. The viscosity /x of mixtures of 
air and water vapor is not known to high precision, but for the 

jet temperatures and vapor concentrations of the present ex­
periments, it did not differ by more than 0.2 percent from that 
for dry air [4]. In view of this, dry-air viscosities were used. 
The density of the air/water vapor mixture comprising the jet 
is given by 

Pj=PwvJ+PaJ ( ! 1 ) 

where pwvj is known from equation (8) and paJ is determined 
by using the perfect gas law with 7} andpa J (=pj-pwvj)

 a s 

inputs. 
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The Sherwood number results were parameterized by the 
Reynolds number Re at the jet origin (i.e., at the exit of the jet 
delivery tube) 

Re = 4mj/nirDj (12) 

in which ihj is the rate of mass flow through the delivery tube. 
The value of rhj was obtained from the measured flow rate at 
the orifice meter by subtracting the rate of evaporation at the 
water surface. 

Results and Discussion 

An analysis of the data indicated that for a given geometric 
configuration characterized by fixed values of D„/Dj and 
S/Dj, the Sherwood number varied with the 0.8 power of the 
Reynolds number. This suggests a generalized presentation of 
results in terms of Sh/Re0-8 rather than a presentation of Sh 
itself. 

The Sh/Re08 data for all of the investigated operating con­
ditions are plotted in Figs. 2-7. Each figure pertains to a 
specific value of the diameter ratio Dw/Dj of the water surface 
and the jet, starting with Dw/Dj = 7.68 in Fig. 2 and increasing 
from figure to figure to Dw/Dj = 23.47 in Fig. 6. Among the 
six values of D„/Dj that were employed to parameterize the 
experiments, two were nearly identical, namely, 10.39 and 
10.47. The results for both these cases are presented in Fig. 3 
to facilitate their direct comparison. In addition, results from 
supplementary experiments in which the water containment 
pan was insulated are presented in Fig. 7. 

In each of Figs. 2-7, the Sh/Re0-8 ratio is plotted as a func­
tion of the Reynolds number Re for three parametric values of 
the dimensionless separation distance S/Dj between the jet 
origin and the water surface, namely, S/Dj = 5, 10, and 15. 
The horizontal lines that pass through the data for each S/Dj 
are least-squares fits. To facilitate figure-to-figure com­
parisons, the ordinate scales for all of the figures were made 
identical. 

An overall inspection of Figs. 2-7 indicates that the devia­
tions of the data from the Sh ~ Re0-8 correlation do not exceed 
about two percent, and there is no evidence of systematic 
deviations with either Dw/Dj or S/Dj. The 0.8 power strongly 
suggests that the airflow passing over the water surface is tur­
bulent, and the early onset of turbulence is believed due to the 
presence of roughnesslike disturbances and waves on the sur­
face. This matter will be elaborated later when comparisons 
are made with the literature on jet impingement on solid 
surfaces. 

In general, for fixed values of the water surface diameter 
and the jet diameter (i.e., fixed Dw/Dj), the mass transfer 
coefficient decreases as the separation between the jet origin 
and the water surface increases. From a comparison of the 
successive figures, it is seen that the sensitivity of the transfer 
coefficient to the separation distance is markedly affected by 
the Dw/Dj ratio. Over all, there is a trend for the coefficient to 
become less and less dependent on the separation distance as 
Dw/Dj increases. This is especially strongly manifested for the 
three largest investigated Dw/Dj (14.18, 17.20, and 23.47). In 
particular, at DJDj = 23.47, the effect of S/Dj is only 2-3 
percent throughout its entire range. This insensitivity is 
physically plausible since the details of the impingement which 
are affected by the separation distance (i.e., impingement 
velocity and size of impingement zone) are relatively unimpor­
tant when the impingement zone is very much smaller than the 
overall area of the surface. 

Further comparisons of the successive figures reveal an in­
itial increase of Sh/Re0-8 with D„/Dj (compare Figs. 2 and 3), 
followed by a marked decrease at still larger values of Dw/Dj. 
In rationalizing these results, it is convenient to think in terms 
of a fixed jet diameter and, thereby, to associate increases in 
Dw/Dj with increases in the diameter of the water surface. 

Thus, the wall jet which is spawned by the impinging jet 
traverses a longer radial distance along the water surface as 
Dw/Dj increases, with related increases in the thicknesses of 
the velocity and vapor-concentration boundary layers. These 
thicker boundary layers give rise to lower mass transfer coeffi­
cients for larger Dw/Dj. The Sherwood number, however, 
contains the product of the mass transfer coefficient and the 
diameter of the water surface, which vary oppositely with 
Dw/Dj. At smaller Dw/Dj, the two opposing factors are com­
petitive, leading to the initial increase of the Sherwood 
number, while at larger Dw/Dj, the decrease of the mass 
transfer coefficient dominates. 

Attention will now be turned to Fig. 3 and to the com­
parison of results for two cases having virtually identical 
values of the Dw/Dj ratio but for which the individual values 
of Dw and of Dj differed. These cases were investigated with a 
view to exploring the universality of Dw/Dj as a correlation 
parameter. The data corresponding to Dw/Dj= 16.34/ 
1.572=10.39 are represented by the half-black symbols and 
the dashed least-squares lines, while those for 
Dw/Dj = 22.30/2.129= 10.47 are represented by the open sym­
bols and the solid least-squares lines. 

As seen in the figure, the data for the two cases are nearly 
coincident. In fact, the maximum deviation of the corre­
sponding least-squares correlating lines is 0.6 percent. This ex­
cellent agreement provides strong testimony in support of the 
universality of Dw/Dj as a correlation parameter. 

As noted earlier, auxiliary experiments were undertaken to 
demonstrate that the Sherwood number results are indepen­
dent of the densities of the water vapor. To supplement the 
naturally occurring changes in vapor density which accom­
panied climatic changes (i.e., changes in the relative humidity 
of the ambient air), more controlled changes of the vapor den­
sity at the liquid surface were achieved by the use of the in­
sulating cassette described earlier. The presence of the insula­
tion brought about a decrease in the water temperature which, 
in turn, decreased the vapor pressure and vapor density at the 
surface. For instance, for one set of operating conditions, the 
values of (Tw{r-T„b)/(Tdb-T„b) were 0.321 and 0.243, 
respectively, without and with the insulation. The corre­
sponding values for another case were 0.208 and 0.134. 

The Sherwood number data obtained with the insulating 
cassette in place are represented by the black data symbols in 
Fig. 7 and by the pair of black data points in Fig. 6. In Fig. 7, 
the dashed lines are the least-squares lines corresponding to 
the uninsulated containment pan, i.e., the same dashed lines 
that are plotted in Fig. 3. Both Figs. 7 and 6 display excellent 
agreement between the Sherwood numbers for the uninsulated 
and insulated pans. Since the two sets of results correspond to 
different vapor densities at the liquid surface, it may be con­
cluded that the Sherwood numbers are universal with respect 
to this parameter. Furthermore, from the fact that the Sher­
wood numbers were also independent of the vapor densities in 
the jet, it follows that they are universal with respect to both 
the vapor densities at the surface and in the jet. 

Consideration will now be given to quantifying the varia­
tions of Sh/Re0-8 with Dw/Dj and S/Dj. These variations have 
been discussed qualitatively in connection with Figs. 2-6, but 
in those figures both Dw/Dj and S/Dj served as discrete 
parameters rather than as continuous independent variables, 
so that their quantitative influences were not readily 
discernible. 

In Fig. 8, Sh/Re0-8 is plotted as a function of Dw/Dj for 
parametric values of S/Dj. The data points shown in the 
figure correspond to the least-squares horizontal lines in Figs. 
2-6 and are, therefore, representative of the entire investigated 
Reynolds number range. Smooth curves have been passed 
through the data for continuity. 

The figure shows that the overall variation of the Sherwood 
number with Dw/Dj at a fixed Reynolds number is substantial 
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Fig. 9 Variation of the Sherwood number with S/Dj 

when the separation distance between the jet origin and the 
water surface is relatively small. For example, for S/Dj = 5, 
the minimum and maximum values of Sh/Re0-8 are 1.083 and 
1.695. As the separation distance increases, there is a marked 
decrease in the variation of Sh/Re0 8 with Dw/Dj, so that for 
S/Dj = 15, Sh/Re08 is confined to the range between 1.058 
and 1.323. Notwithstanding the just-documented fact that the 
overall variation of Sh with Dw/Dj is quite sensitive to S/DJt 

the sensitivity dies away at larger Dw/Dj, where all the results 
tend to merge. 

All of the curves in Fig. 8 are characterized by a common 
shape, which includes an initial rise, the attainment of a max­
imum, and a sharp dropoff which becomes increasingly more 
gradual at larger D„/Dj. As noted earlier, the maximum in the 
Sh versus Dw/Dj distribution should not be regarded as in­
dicating a maximum value of the mass transfer coefficient. 
Rather, the maximum in Sh is due to the conflict between K 
and Dw. Indeed, it is readily shown that the mass transfer 
coefficient decreases monotonically with D„/Dj over the in­
vestigated range. 

Figure 9 presents the variation of Sh/Re0-8 with S/DJt with 
Dw/Dj as the curve parameter. Again, the data points appear­
ing in the figure correspond to the least-squares horizontal 
lines in Figs. 2-6. As expected, the mass transfer coefficient 
drops off as the separation distance increases. 

The figure shows that the variation of Sh/Re0-8 with S/Dj at 
a fixed value of Dw/Dj is well represented by a straight line. 
The slope of the straight line is markedly affected by the 
Dw/Dj ratio. At small values of Dw/Dj, the transfer coeffi­
cient is quite sensitive to the separation distance, while at large 
DK/Dj, it is virtually independent of the separation distance. 

With regard to comparisons with the literature, it was 
already noted in the Introduction that prior jet-related mass 

transfer experiments appear to be limited to impingement on 
solid surfaces. In the absence of prior liquid-surface impinge­
ment results, the present Sherwood numbers will be compared 
with those for impingement on a solid surface. 

An empirical correlation of Sherwood number data for jet 
impingement on solid surfaces was presented in [1]. That cor­
relation, when rephrased in terms of the present notation and 
evaluated for Sc = 0.6, is 

Sh = 1.614F(Re)[CD,/£>,) - 2.2}/{{DJDj) + 0.2((S/Dj) - 6)] 

(13) 

where Dw/Dj>5. For the Reynolds number range between 
2000 and 30,000, which includes the range investigated here, 

F(Re)=1.36Re° (14) 

At higher Reynolds numbers, the exponent increases, attain­
ing a value of 0.775 for Re between 120,000 and 400,000. 

The Re0-574 and Re0-8 dependences of the Sherwood 
number, respectively, for solid-surface impingement and 
liquid-surface impingement, provide clear evidence of the ma­
jor differences in the transfer processes which prevail in the 
two situations. The solid-surface case is characterized by 
laminar flow over a smooth, flat surface. On the other hand, 
the liquid-surface case corresponds to turbulent flow over a 
compliant surface which deforms in response to the airflow 
and whose deformation, in turn, affects the airflow pattern. 
Careful visual observations made during the course of the ex­
periments revealed a depression of the water surface in the im­
pingement zone, with the size and depth of the depression 
depending on the Reynolds number and on the separation 
distance. In the region away from the impingement zone, sur­
face waves were in evidence. From the standpoint of the 
airflow, these waves acted like major roughness elements, in 
all likelihood causing flow separation. At Reynolds numbers 
higher than those for which data were collected, the relatively 
deep depression caused by the impinging jet tended to be 
unstable, and the surface waves were large and irregular. 

It is believed that both the surface depression in the im­
pingement zone and the waves situated in the region away 
from the impingement zone contribute to diminished rates of 
mass transfer. This conjecture is substantiated by comparisons 
between the present data and equations (13)-(14). Such com­
parisons show that the Sherwood numbers for impingement 
on a liquid surface are consistently lower than those for im­
pingement on a solid surface. 

Concluding Remarks 

The experimental work reported here is, seemingly, the first 
study of evaporation from a liquid surface due to jet impinge­
ment. With water as the evaporating liquid and ambient air as 
the impinging jet, parametric variations were made of the jet 
velocity and diameter, the separation distance between the jet 
origin and the water surface, and the diameter of the water 
surface. In dimensionless terms, these parameters can be 
represented by S/Dj, D,v/Dj, and Re, where S is the separa­
tion distance, D„ and Dj are the water surface and jet 
diameters, and Re is the jet-origin Reynolds number. The in­
vestigated ranges of these groups extended from 5 to 15 for 
S/Dj, from 7.68 to 23.47 for Dw/Dj, and from 3800 to 15,000 
for Re. The experiments yielded mass transfer coefficients, 
which were presented in terms of the Sherwood number Sh 
based on the water surface diameter. 

It was found that for all of the investigated operating condi­
tions, the Sherwood number varied with the 0.8 power of the 
Reynolds number. Furthermore, at a fixed Reynolds number 
and Dw/Dj ratio, the Sherwood number decreased linearly as 
the separation distance between the jet origin and the water 

416/Vol. 108, MAY 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



surface increased. The decrease was significant at small values 
of D„/Dj, but, at large values of Dw/Dj, the Sherwood 
number was virtually independent of the separation distance. 

The mass transfer coefficient decreased monotonically with 
increases in the diameter of the water surface (although the 
Sherwood number displayed a local maximum). The overall 
change of the coefficient in response to changes in the water 
surface diameter was greatest at small separation distances. 

Supplementary experiments involving different jet 
diameters and different water surface diameters, but with a 
common value of D„/Dj, affirmed the universality of the 
Dw/Dj ratio as a correlation parameter. Other experiments 
demonstrated that the Sherwood number results were indepen­
dent of the densities of the water vapor at the liquid surface 
and in the impinging jet. 

Comparisons with the literature showed that the Sherwood 
numbers for jet impingement on the liquid surface are lower 
than those for jet impingement on a solid surface. 
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Effects of Ambient Pressure on the 
Instability of a Liquid Boiling 
Explosively at the Superheat Limit 
The effect of ambient pressure on the intrinsic instability of rapid vaporization in 
single droplets boiling explosively at the limit of superheat has been studied ex­
perimentally and theoretically. The instability that distorts the evaporating interface 
and substantially enhances the mass flux at atmospheric pressure is suppressed at 
high pressure. The radiated pressure field is two orders of magnitude smaller from 
stabilized bubbles than from unstable. At intermediate pressures bubble growth oc­
curs in two stages, first stable, then unstable. The Landau-Darrieus instability 
theory predicts absolute stability at atmospheric pressure for a spherical bubble, 
whereas the theory for planar interfaces yields results in general agreement with 
observation. The sensitivity of the instability to temperature suggests that small 
temperature nonuniformities may be responsible for quantitative departures of the 
behavior from predictions. 

1 Introduction 
Among the most rapid vaporization rates observable are 

those that occur when a liquid boils near its limit of 
mechanical stability; that is, at its so-called limit of superheat. 
Several interesting phenomena which provide important in­
sight into the behavior of metastable liquids occur under the 
extreme conditions of superheat-limit vaporization. In par­
ticular, the rapid vaporization drives a dynamic instability to 
which is attributed the destructiveness of boiling at the 
superheat limit, when it occurs at large scale in vapor explo­
sions. The explosive effects observed at the superheat limit are 
consequences of a baroclinic interfacial instability similar to 
the Landau mechanism for the instability of laminar flames 
[1,2]. The instability mechanism was developed independently 
in France by Darrieus [3,4], also in the context of the stability 
of a propagating flame front. The instability was discovered in 
the context of evaporation at the superheat limit by Shepherd 
and Sturtevant [5]. They observed that the instability distorts 
and roughens the liquid-vapor interface, and they inferred 
from their measurements that, in fact, it tears the interface, 
producing a substantial increase in the surface area available 
for evaporation and a high-velocity two-phase flow away from 
the interface. The instability-driven mass flux generates a jet 
which impinges upon the surrounding fluid [5]. The combined 
effect of the instability and the impact of the resulting jet on, 
for example, the fuel in a fuel-coolant interaction are suffi­
cient to provide the long-sought-after mechanism of 
"fragmentation" in explosive interactions caused by spills. In 
any case, the vaporization rates observed in the unstable con­
figuration are sufficient to explain the destructiveness of 
vapor explosions without invoking any other processes. It is 
important that the instability occurs during the growth phase 
of vapor bubbles, while, for example, the Rayleigh-Taylor in­
stability, which is another mechanism for jetting but which oc­
curs only upon bubble collapse, plays no role. No existing 
theoretical model of fuel-coolant interactions treats the 
significant effects of the intrinsic instability. In order that the 
physical processes of the instability may properly be incor­
porated into future theories it is first necessary to conduct ex­
ploratory experiments in simple systems at small scale so the 
basic phenomena may be discovered and exhibited in detail. 

This paper reports experiments that have been carried out to 
examine the effect of ambient pressure on the dynamics of the 

decomposition of metastable superheated liquids. Single 
droplets are heated until they vaporize explosively at the 
superheat limit. Heterogeneous nucleation and ordinary boil­
ing are suppressed by immersing the droplets in a hot non­
volatile liquid, thus isolating them from solid surfaces con­
taining gas nuclei. When the superheat limit is reached, boiling 
begins spontaneously by homogeneous nucleation, and the 
subsequent evaporative fluxes, fluid accelerations, and depar­
tures from thermodynamic equilibrium are orders of 
magnitude greater than in ordinary boiling. The results 
reported here show that it is possible to suppress the Landau 
instability, and, therefore, the explosive nature of a liquid 
vaporizing at the superheat limit, by controlling the ambient 
pressure. Increasing the ambient pressure lowers the suscep­
tibility of the liquid to the instability by decreasing the pre-
instability mass transfer rate. In fact, by controlling the am­
bient pressure, it is possible to inhibit the instability altogether 
and change the nature of the vaporization from an explosive 
event to that of stable growth of a smooth vapor bubble. The 
theory of the Landau instability is discussed in light of the ex­
perimental observations. 

The role of ambient pressure may be understood by examin­
ing the p-T diagram shown in Fig. 1. The limit of superheat is 
observed to occur close to the liquid spinodal [6], the locus of 
points of neutral mechanical stability of the liquid, i.e., 
(dp/dv)T = 0. It is well known [7-9] that the limit of 
superheat is relatively insensitive to ambient pressure. 
However, experiments reported by Avedisian [10] have shown 
that the substantial reduction of superheat at the liquid 

Saturation curve 
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Fig. 1 p-T diagram for butane. Saturation curve calculated from Reidel 
equation of state; spinodal calculated from Peng-Robinson equation of 
state. 
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liquid. The host fluid must be more dense than the test fluid,
have a surface tension sufficiently high to insure homogeneous
nucleation, and have a boiling point higher than the superheat
limit of the drop. A heater at the top of the column and a cool­
ing coil at the bottom produce a stable temperature gradient in
the host liquid. The temperature in the test section at the top
of the column is monitored and maintained at the superheat
limit of the test liquid. The test drop slowly rises up the col­
umn and is heated by the transfer of heat from the sur­
rounding host. When the drop reaches the test section,
homogeneous nucleation occurs and the drop evaporates with
an explosive pop. In the present experiments the explosion
process is examined with high-speed high-resolution
microphotography and fast-response pressure measurements.

The choice of host and test fluids was dictated largely by
convenience and the experience of previous investigators.
Glycerol was used as the host fluid. Three volatile hydrocar­
bons were used as test fluids: pentane, isopentane, and ethyl
ether. All three are liquid at room temperature and have
superheat limits (148°C, 139°C, 147°C, respectively, at at­
mospheric pressure) low enough to allow the use of conven­
tional piezoelectric transducers immersed in the test section.
At the superheat limit superheats of typically 112°C are at­
tained, slightly higher than the 105°C achieved using butane at
atmospheric pressure in the previous experiments by Shepherd
and Sturtevant [5], and much higher than most early ex­
periments [15-19]. Tests have been carried out for ambient
pressures up to 4.2 bar. The saturation temperature increases
more rapidly than the superheat limit with increasing ambient
pressure. As a result, for example, in ether the superheat at the
superheat limit decreases from 112.3°C at atmospheric
pressure to 70.5°C at 4 bar.

A fast-response piezoelectric pressure transducer mounted
in a large baffle near the point at which the drops exploded is
used to record the blast-generated pressure field. A short­
duration spark-gap light source facilitates the photography of
the vaporization process. The spark-gap is triggered from the
pressure signal after a variable delay time. By varying the
delay, a series of photographs is obtained documenting the en­
tire explosion process. As described below, at high ambient
pressures the signal from the growing bubble is very small.
However, under all circumstances a pressure spike is observed
when the bubble first nucleates, typically of about 40 mbar
amplitude at an ambient pressure of 3 bar (at a distance of - 5
mm from the bubble). With proper amplification this signal is
sufficient for triggering.

3 Results
Figure 2 shows a series of photographs taken at various

times during the explosive vaporization of ether at at-
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Fig. 2 Photographs of bubble growlh In ether droplets at atmospheric
pressure and 147°C. Each picture is taken during a different explosion.

spinodal (i.e., Tsl - Tsat ' the difference between the superheat
limit temperature and the saturation temperature) as the
critical point is approached has a strong effect on the rate of
vaporization of droplets after nucleation occurs. Moreover,
the moderating effect of superheat reduction due to an in­
crease in the external pressure has been noted by a number of
authors in the context of models for large-scale vapor explo­
sions [11-13], and it has been observed that only a modest in­
crease in ambient pressure is needed to suppress the onset of
vapor explosions in some fuel-coolant interaction systems
[14].

In this paper the experimental apparatus and technique are
described and the results illustrating the effect of ambient
pressure on the vaporization process are presented. This is
followed by a discussion of the Landau instability in both
planar and spherical geometry, and of its relevance to the
present experimental results.

2 Experimental
The apparatus in the present experiments is a modified ver­

sion of the bubble-column apparatus of Shepherd and Sturte­
vant [5], redesigned for operation at elevated pressures and
temperatures. A small drop of the test liquid is injected into
the bottom of a vertical tube filled with an immiscible host

---- Nomenclature

b coefficient in dispersion rela- n spherical harmonic index
tion (8), defined in equation p pressure

nondimensional growth rate(9) R vapor bubble radius n
c coefficient in dispersion rela- l? radial velocity in the planar instability theory

tion (8), defined in equation R radial acceleration defined in equation (2)
(10) T temperature w' nondimensional growth rate

F nondimensional "figure of t time in the spherical instability
merit" defined in equation U radial bubble velocity theory
(11) ex density ratio = Pv / PI w = dimensional growth rate

K nondimensional wavenumber E perturbation amplitude
Subscripts= kR K curvature

k wavenumber A perturbation wavelength liquid
N[ inertia number defined in P density max maximum value

equation (3) 7 time interval during which a sat saturation conditions
N w Weber number defined in growing bubble is predicted to sf superheat limit conditions

equation (4) be linearly unstable v vapor
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Fig. 3 2.4·mm·dia isopentane drop at atmospheric pressure nearly
completely vaporized. Note that the vaporizing liquid-vapor interface
can be viewed Inside the drop from below.
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Fig. 8 Long time behavior of pressure radiated from exploding and
oscillating drop of ether, atmospheric pressure. Baffled pressure
transducer 6 mm from bubble center.

Fig. 7 Early time behavior of radiated pressure field. Ether at at·
mospheric pressure; 1.3·mm·dia drop; baffled pressure transducer 9 mm
from drop.
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Fig. 6 The active vaporizing surface of isopentane vaporizing at at.
mospheric pressure and 139°C viewed from below at 11 ,..sec, 43 ,..sec,
67 ,..sec, and 67 ,..sec, respectively. Nole that the scale of the distur.
bances on the vaporizing interface is the same on all pictures.

ized. Only the lower portion of the drop remains liquid. Sub­
ject to the "fish-eye" lensing effect of the remaining liquid, it
is possible to see up inside the drop and view the perturbations
on the evaporating surface. This behavior is quite different
from that observed on vapor bubbles growing in boiling
liquids at lower superheats, where the bubble surface usually
has a smooth, glassy appearance.

A second feature is a characteristic bulging into the host
fluid that is observed in each case when the initial bubble has
grown large enough to contact the boundary of the drop. This
feature was first observed in butane by Shepherd and Sturtc-

BA

1
1mm

I

Fig. 5 Remnant caps on fully vaporized drops of ether at atmospheric
pressure. The scale of the disturbances on the bubble surface
decreases monotonically away from the cap. Bubble diameters: 3.3 mm,
3.7 mm.

Pentane Ether Isopenta,ne
Fig. 4 Views of the smooth cap produced by all three substances
studied in this work exploding at atmospheric pressure. Drop diameters:
pentane, 2.0 mm; ether, 2.0 mm; isopentane, 2.5 mm.

mospheric pressure. The drops are shown immersed in host
fluid, which appears light grey in the photographs. The time
listed below each drop is the elapsed time since the pressure
wave first left the drop. Each picture depicts the vaporization
of a different drop; the nucleation of the vapor bubble within
the drop occurs at random asymmetric locations within the
drops, always rather close to the drop boundary.

A number of repeatable features are evident from these
photographs, the most important of which is the small-scale
roughness evident on the evaporative liquid-vapor interface.
The roughness on the bubble causes it to appear opaque in the
photographs, the most important of which is the small-scale
roughness evident on the evaporative liquid-vapor interface.
The roughness on the bubble causes it to appear opaque in the
evaporating surface is only visible in certain photographs,
depending on the orientation of the initial nucleation: Figure 3
shows a drop of isopentane that is nearly completely vapor-
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Fig. 11 Superposition of pressure signals radiated from ether droplets.
Pressure, drop diameter, and distance from baffled pressure transducer:
bottom, 3 bar, 1.6 mm, 4.4 mm; middle, 2 bar, 1.3 mm, 6 mm; top, at·
mospheric pressure, 1.2 mm, 6 mm.

ture had formed on the side of the drop away from the viewer.
As a result, the scale of the perturbations on the evaporating
surface may be observed. Although the roughening appears
random in orientation and many length scales are present, the
length scale of the smallest perturbations appears to remain
roughly constant at a value of about 100 ~m throughout the
evaporation process. This observation will be relevant below
in the discussion of the theoretical models for the instability.

Figures 7 and 8 are representative pressure traces for the ex­
plosion of two different drops of ether at atmospheric
pressure. Figure 7 shows the typical early-time behavior dur­
ing the vaporization process. The small-scale pressure oscilla­
tions in the first 40 ~sec are probably due to the reverberations
within the drop of the initial blast wave produced by the
nucleation. The pressure reaches a maximum after about 150
~sec when the evaporation is complete. The overpressure in
the bubble and the kinetic energy in the surrounding fluid
cause the vapor bubble to continue to expand and overshoot
the equilibrium radius. As a consequence, it subsequently col­
lapses violently and oscillates on a millisecond time scale, pro­
ducing the pressure oscillations shown in Fig. 8. During the
oscillations the acceleration of the bubble surface is large and
the surface breaks up due to Rayleigh-Taylor instability [5].

By increasing the ambient pressure to 2 bar it is possible to
observe the onset of the instability during the vaporization of
ether. Figure 9 shows a sequence of photographs of drops all
of approximately 1 mm diameter at various stages of vaporiza­
tion. Note that at early times (especially picture I) the surface
of the vapor bubble appears smooth. Then after about 25 ~sec
(picture 5) considerable roughness has developed and the
vapor region appears opaque. The distortion of the interface
corresponds to a dramatic increase of the far-field pressure by
as much as a factor of 5, indicating a jump in the vaporization
rate.

If the ambient pressure is increased above 3 bar it is possible
to suppress the instability altogether. Figure 10 shows the
vaporization of ether at 4.2 bar. In each case the instability is
no longer present and the growing vapor bubble is smooth. As
has been noted by other authors (e.g., [9, 10]), the
characteristic popping sound accompanying the explosion of a
drop at atmospheric pressure is no longer evident at high
pressure.

Figure 11 shows a superposition of three pressure traces for
drops of ether, all of approximately the same size (typically
1.4 mm), at ambient pressures of 1,2, and 3 bar. The pressure
recorded when the instability is suppressed at 3 bar is several
orders of magnitude less than at atmospheric pressure. Also,
the time for the drop to completely evaporate is substantially
increased. For example, a 1.5-mm-dia drop typically takes
about 170 ~sec to vaporize at atmospheric pressure. This time
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Fig. 9 Photographs and pressure trace of ether droplets exploding at 2
bar ambient pressure. Before the onset of instability (1, 2, 3, and 4) the
radiated pressure is at a lower level than afterward (5, 6). Baffled
pressure transducer 5 mm from drops.

fmm
t------I

Fig. 10 Ether droplets exploding at 4.2 bar ambient pressure. Times for
the first five photographs at 20 /lsec, 80 /lsec, 240 /lsec, 1.22 msec, and
1.42 msec, respectively.

vant [5] and occurs in all three liquids in the present ex­
periments (see Fig. 4). Figure 5 shows that the bulge persists in
the form of a smooth caplike structure even after the drop has
completely vaporized.

Figure 6 shows a series of photographs of isopentane in
which the initial vapor bubble and subsequent caplike struc-
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Fig. 12 Ether at 3 bar ambient pressure. Demonstration of low
pressure radiated during bubble growth compared to large pressures
after the explosion and during subsequent oscillation. In picture 3 the
liquid cap with the orange·peel disturbance is in the lower portion of the
photograph. Pressure transducer 6 mm from drops,

(2)

(I)

K=kR
R

12 = w-.­
R

plications of theory on interfacial instability in both planar
and spherical geometry. Shepherd and Sturtevant [5] proPOsed
that the Landau mechanism of instability, originally described
in connection with the instability of laminar flames, applies to
rapid evaporation at the superheat limit. In [2] a problem is set
which contains all the important physical processes of the
evaporative instability, namely, mass flux across the interface,
acceleration and surface tension. At early times, when the
radius of the vapor bubble is still very small, surface tension
stabilizes the bubble surface. During a later, thermally con­
trolled stage of the vapor bubble growth the deceleration of
the interface stabilizes the surface. Between these two regimes
the presence of substantial mass flux across the interface may
lead to instability. If the surface is initially slightly wrinkled,
vorticity is produced by the baroclinic mechanism [20] in the
flow transition at the interface and appears in the vapor phase.
For a planar interface the Landau theory yields a dispersion
relation between the nondimensional growth rate 12 and wave
number K [2].
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where 12 and K are related to the corresponding dimensional
quantities (w, k) by
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4 Discussion

4.1 Instability Theory. In this section we consider the im-
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Fig. 13 Neutral stability curve from planar theory for ether at at·
mospheric pressure

is increased by roughly a factor of 30 to about 5 msec at 3 bar.
The range of ambient pressures between violently unstable

boiling and stabilized boiling (in particular, at about 3 bar in
ether) in which a kind of metastable or transitional stability is
found, provides an important opportunity for documenting
the detailed behavior of explosive boiling. The pressure trace
of Fig. 12 shows a remarkable behavior, in which for about 7
msec, while the droplet is evaporating stably, the overpressure
measured 5 mm away is less than 0.005 bar, whereupon a sud­
den impulse causes the bubble to grow rapidly and then
oscillate violently, as with unstable boiling. The photographs
in Fig. 12 show that during the early stages of vaporization at
these conditions the bubble surface is completely smooth, but
later, when the remaining liquid forms only a thin cap at the
end of the bubble, the liquid-vapor interface of the "stably"
vaporizing liquid develops small-amplitude short-wavelength
disturbances (giving the appearance of "orange peel"). Final­
ly (picture 4), the violent instability is triggered at some point
near the edge of the liquid cap, rapidly spreads out radially,
and the remaining liquid boils explosively. Picture 5 in Fig. 12
shows the consequences of the Rayleigh-Taylor instability of
the bubble after only one rebound. A detailed study of the
evaporative behavior in this transitional regime will be the
subject of a forthcoming publication.

(4)

(5)

In equation (1) the effects of surface tension and acceleration
are contained in the "inertia number" and the Weber number

p/RR2
N[=-- (3)

20-

(p/-Pv)R 2R
20-

and IX is the density ratio pv!p/. PI' Pv' 0-, R, R, and R are the
liquid density, vapor density, surface tension, bubble radius,
radial velocity, and radial acceleration, respectively. Sturte­
vant and Shepherd [21] used the planar theory (1) together
with the bubble growth theory of Prosperetti and Plesset [22]
for R (t) to generate a stability diagram for butane at the
superheat limit. In order to apply the planar theory to the
spherical interface, they imposed the requirement th~t the per­
turbation wavelength must be smaller than the penmeter of
the bubble. The result of a similar calculation for ether at at­
mospheric pressure is shown in Fig. 13. The figure illustrates
the range of wavenumbers that is predicted to be unstable and
it indicates that the bubble is subject to linear instability for
times substantially smaller than the time of the earliest
photographs in the present experiments. Therefore, the obser­
vations documented in Figs. 2-6 apparently depict a late,
nonlinear, and saturated stage of the instability.

The Landau instability has been treated for spherical flames
by Istratov and Librovich [23] in an analysis which develops
the perturbations in spherical harmonics. The contributions of
harmonics of different index are assumed to be noninter­
acting. A simple dimensional argument by Zeldovich [24]
shows that disturbances grow more slowly in a spherical
system than for the planar case. If E is the perturbati?n
amplitude, A the perturbation wavelength, and V the radIal
velocity of the bubble, then

dE EV
----

dt A

For a plane interface Ais constant and (5) leads to exponential
growth (with growth parameter w - VIA) for E. However for
a spherical bubble, if there is no energy transfer between
modes the wavelength of a given spherical harmonic grows
like the radius and (5) leads to algebraic growth in time for E,

i.e.,
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Fig. 14 Neutral stability curves from spherical theory for ether at am­
bient pressures of 0.5, 0.6, and 0.7 bar absolute 

1.2 1.4 1.6 1.8 
Ambient Pressure (bar) 

Fig. 15 Variation of figure of merit with ambient pressure from planar 
theory for three different liquids showing increase of stability with in­
creasing pressure 

e~f" (6) 

where a>' is now the (nondimensional) algebraic growth rate. 
To apply the spherical analysis to the problem of rapid 

vaporization, the effects of acceleration and surface tension 
have been included in the boundary condition at the bubble 
surface. In this way a quasi-steady model may be formulated 
for bubbles that are growing with arbitrary velocity, assuming 
that the instability responds to the instantaneous acceleration 
and surface tension forces and that the previous history is not 
important. However, the surface tension terms introduce a 
coupling between different spherical harmonics and, hence, 
the assumption that the harmonics are noninteracting is not 
valid. The surface tension force becomes important at large 
values of the spherical harmonic index n, corresponding to 
small wavelengths. For large values of n, if one nevertheless 
neglects the coupling, the curvature of the interface K (and, 
hence, the surface tension force), can be modeled as a function 
of n, the perturbation amplitude e, and the radius R, in the 
following simplified form [23] 

n(n+l) 
«•= —£ ^ 

R2 

The resulting dispersion relation between co' and n is 

w'2 + bo>' + c = 0 

where 

n(\+2an) 6 = 3+-
(n + \)a + n 

(7) 

(8) 

(9) 

c = 3 + 
a(an+\)(n2-l)-ctn2{n~ 1) 

(n+l)a + n 

1 0 - 5 10"4 10" 3 10"2 

Time (sec) 

Fig. 16 Comparison between theory and experiment for stable bubble 
growth in ether at 3 bar (Tsat = 342.7 K, Ts/ = 422.7 K) 

n(n+ 1) 
«(«+!)] 

{{n+\)a + n]N, 
(10) 

Figure 14 shows neutral stability contours in ether at various 
pressures. Kinks appear in the lower sections of the curves 
because only integral values of the spherical harmonic index n 
are considered due to the spherical constraint. Positive values 
of oi' indicate that the perturbation amplitude grows more 
rapidly than the radius, leading to instability. Note that the 
unstable region shrinks with increasing pressure and in fact at 
atmospheric pressure the interface is predicted to be stable at 
all times. This is in disagreement with the experimental results, 
from which it is clear that the instability is present at at­
mospheric pressure. Apparently the instability occurs at such 
small wavelengths that the spherical constraint does not hold. 

The nondimensional number 

where <omax is the maximum growth rate at a given pressure 
and T is the time interval during which a growing bubble is 
predicted to be linearly unstable, is a useful parameter to 
measure the effect of ambient pressure on the predictions of 
planar instability theory. It is a measure of the amount the 
amplitude of a perturbation is magnified during the time the 
interface is linearly unstable. Figure 15 shows the effect of am­
bient pressure on this "figure of merit" for three different liq­
uids. This plot confirms the stabilizing effect of increasing 
the ambient pressure. In addition, the figure is useful for 
assessing the relative stability of the different liquids, and sug­
gests that acetone is less prone to instability than both butane 
and ether. When droplets of acetone were heated to the 
superheat limit it was observed that they vaporized stably at 
atmospheric pressure, in sharp contrast to the violent unstable 
boiling that occurs in butane and ether at this pressure. On the 
basis of the liquids tested, it is therefore suggested that for 
practical estimates of the susceptibility to instability, a figure 
of merit of 3 be taken as a lower limit for instability. 

Because bubble growth rate depends strongly on the bubble 
surface temperature (and therefore on the ambient 
temperature), due to the temperature dependence of vapor 
pressure (density), the calculated instability growth rates are 
also strongly temperature dependent. Therefore, in any real 
situation where temperature nonuniformities are present, 
departures from the quantitative predictions of the theory 
should be expected. In particular, it is likely that in the regime 
of transitional stability, which might occur very frequently in 
practice, one of a number of different possible kinds of distur­
bances could serve to trigger a breakdown to violent 
instability. 

4.2 Classical Bubble Growth Theory. The bubble growth 
theory of Prosperetti and Plesset [22] shows that in a uniform-
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ly superheated liquid, growth proceeds in three stages: first, a 
stage dominated by surface tension, in which the bubble grows 
from a critical radius; second, an inertially controlled stage 
during which the bubble grows at a constant rate; and, finally, 
an asymptotic stage governed by heat transfer in which the 
radius grows as tln. Figure 16 shows the prediction of bubble 
growth in ether in the thermally dominated stage. The ex­
perimental data shown are for ether at 3 bar when the bubble 
surface is smooth; the bubble radius was estimated from two 
simultaneous perpendicular views of the bubble. The 
discrepancy between the theoretical curve and experimental 
results is not surprising considering the fact that the finite size 
of the drop and heat transfer from the host fluid to the 
evaporating surface and to the vapor in the bubble are not ac­
counted for in the theory. In any case, the agreement between 
theory and experiment is much better than when the instability 
is present [5]. 

5 Conclusions 

In a series of experiments with pentane, isopentane, and 
ethyl ether it has been shown that the instability of rapid 
vaporization may be suppressed by increasing the ambient 
pressure. At atmospheric pressure, the instability of vapor 
bubbles in liquids boiling at the limit of superheat substantial­
ly enhances the vaporization rate. Increasing the ambient 
pressure stabilizes the liquid-vapor interface and at high 
pressure the surface of the growing vapor bubble becomes 
smooth. The pressure field radiated from single exploding 
droplets of ether is two orders of magnitude smaller when the 
evaporating surface is stabilized. At intermediate pressures the 
vaporization occurs in two stages, an initially stable phase dur­
ing which the radiated pressure is rather small, followed by a 
sudden transition to the destabilized configuration with an at­
tendant jump of radiated pressure. It is observed that the 
onset of instability in 1.5-mm-dia drops may be delayed for up 
to 10 msec and that it can be initiated at very late stages in the 
vaporization. Similar dynamic effects are observed in each of 
the three fluids tested; however, the ambient pressure at which 
a smooth interface is first observed varies with the liquid. It is 
observed that the predominant spatial scale of the distortions 
on the (unstable) liquid-vapor interface at atmospheric 
pressure remains relatively constant and equal to about 100 
/xm throughout the vaporization process. 

Plane and spherical versions of the Landau instability 
theory have been examined in the context of rapid evaporation 
at the superheat limit. The theory predicts that a spherical in­
terface is inherently more stable to disturbances than its planar 
analog. When applied to vaporization at the superheat limit 
the spherical theory predicts a stable bubble surface at at­
mospheric pressure, in disagreement with the observations. 
Apparently, the instability occurs at such large wavenumbers 
that the spherical constraint does not hold. From planar 
theory, the product of the maximum growth rate and the time 
interval the interface is predicted to be linearly unstable 
measures the susceptibility to instability. For practical 
estimates it is suggested that a value of 3 for this parameter be 
taken as a lower limit for instability. 

It is widely recognized that the homogeneous nucleation of 
highly superheated liquids plays an important role in some 
large-scale vapor explosions [25]. The interfacial instability 
observed in the present and previous [5] experiments is respon­

sible for the extremely large mass fluxes and heat transfer rates 
characteristic of vapor explosions. The present results serve to 
emphasize that a great deal of experimental research at small 
scale must yet be done before sufficient information Js 

available to properly model vapor explosions and to predict 
their severity. 
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Flow Excursion-Induced 
Dryout at Low Heat Flux 
Natural Convection 
Boiling 
Flow excursion-induced dryout at low heat flux natural convection boiling, typical 
of liquid metal fast breeder reactors, is addressed. Steady-state calculations indicate 
that low-quality boiling is possible up to the point of the Ledinegg instability, 
leading to flow excursion and subsequent dryout in agreement with experimental 
data. A flow regime-dependent critical heat flux relationship based upon a saturated 
boiling criterion is also presented. Transient analyses indicate that premature flow 
excursion cannot be ruled out and the boiling process is transient dependent. 
Analysis of a loss-of-flow transient at high heat flux forced convection shows a 
significantly faster flow excursion leading to dryout, which is in excellent agreement 
with the results of the two-dimensional THORAX code. 

Introduction 

The Liquid Metal Cooled Fast Breeder Reactors (LMFBRs) 
are currently designed so that the maximum coolant 
temperature during normal operation is about 350 K below the 
saturation temperature. Nevertheless, despite this large 
temperature margin, hypothetical accidents must be envi­
sioned that would lead to coolant temperature excursions and 
boiling. 

Among the most serious of the postulated accidents are the 
primary loss-of-piping integrity accident and the complete 
loss-of-heat sink accident. Analysis models used to calculate 
the consequences of such accidents assume that once sodium 
boiling is initiated, dryout occurs as a result of rapid vapor 
bubble growth and subsequent subassembly flow stagnation 
or reversal. 

There are many factors, such as transient flow redistribu­
tion between subassemblies, that will determine whether flow 
stagnation and boiling will occur in a particular subassembly 
in a particular accident [1]. Once boiling is initiated in an 
assembly, a substantial gravity pressure difference would exist 
between this assembly and other cooler assemblies in the core, 
giving rise to natural convection flow boiling accompanied by 
flow oscillations prior to excursion, often leading to fuel pin 
dryout. 

Of particular interest to LMFBR safety analysis is the 
prediction of sodium boiling behavior and conditions con­
ducive to the fuel pin dryout phenomenon. 

Analytical models to date are based on the slug flow ap­
proximations developed mainly to describe sodium boiling 
behavior under conditions of high heat flux forced convec­
tion. Application of these types of models to recent ex­
periments [2, 3] has shown them to be very sensitive to a 
number of input parameters, such as liquid film thickness at 
the time of voiding inception, degree of superheat, and wall 
friction factor [4]. 

Detailed multidimensional boiling models have also been 
developed and used to study sodium boiling phenomena in 
LMFBR rod bundles [5,6]; however, due to the mathematical 
and numerical complexity of these methods, their application 
to long-duration natural convection transients is not very 
practical. 

It is therefore the principal objective of the present work to 
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Fig. 1 Illustration of low-pressure natural convection boiling 
characteristics 

formulate an analysis method for study of low heat flux 
sodium boiling; in particular, prediction of fuel pin coolability 
and dryout limits during natural convection transient events in 
LMFBRs [7]. 
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Fig. 2 Pressure drop characteristics of low-pressure sodium system 

Sodium Boiling and Flow Excursion Phenomena 

The low-pressure operation of sodium cooled fast reactors 
compared with light water reactors influences the overall 
pressure drop characteristic during boiling. 

At low pressures, the flow rate can be multivalued for cer­
tain available pressure characteristics. The increase of the 
pressure drop as the flow rate is reduced to cause boiling is due 
to an increase in the frictional component and the requirement 
of the extra pressure head to produce the necessary accelera­
tion from the single-phase fluid to a two-phase mixture [8-11]. 

For low-pressure sodium boiling, the implications of these 
S-shape pressure drop characteristics are that, at the onset of 
boiling, flow instabilities can develop which may induce a flow 
excursion possibly causing the Critical Heat Flux (CHF) con­
ditions to be exceeded. The flow excursion instability, also 
referred to as Ledinegg instability, is explained in detail by 
Bour'e et al. [9] and Yadigaroglu [10]. 

A schematic of a typical pressure drop versus flow rate and 
heat flux characteristics for sodium under natural convection 
condition is shown in Fig. 1(a). It is seen that at high mass 
flow rates the total APint merges with single-phase liquid 
pressure drop for a nonboiling system, while for very low mass 

flow rates, the pressure drop is essentially the same as for 

single-phase vapor. For the intermediate values of mass flow 
rate, APint exhibits a local minimum and maximum. It can be 
seen that this behavior is due to the corresponding trends in 
the gravitational, frictional, and spatial acceleration and other 
components of the total internal pressure drop as shown in 
Fig. 2. 

The intersections of the internal pressure drop curves with 
the external driving head APext (horizontal line) represent 
possible operating conditions shown in Fig. \(b). The dashed 
line indicates the unstable operating points, while the solid 
lines show the stable conditions. It is therefore evident that for 
certain values of heat flux, multiple solutions exist for the 
mass flow rate and thus, the operating condition is strongly 
dependent upon the operational history. 

The boiling regimes identified on Fig. \{b) consist of: 

Low-Quality Boiling {Line NE). The operating points on 
this line correspond to the stable low-quality boiling regime. 
At E, boiling becomes unstable and flow excursion takes 
place. 

Unstable Boiling (R'N"E). Operation along this curve is 
statically unstable and can lead to flow excursion. Also, due to 
the close proximity of the low-quality boiling (Line NE) and 
the unstable boiling mode solutions, operation with boiling in 
this heat flux range is expected to be oscillatory in nature, and 
can often lead to premature excursion. 

Stable High Quality (R 'N'D E'). Vapor quality along this 
path is high and the fluid approaches saturated vapor condi­
tion at D, at which point CHF takes place. Therefore, stable 
operation beyond D is considered unsafe, and can cause fuel 
pin failure. Furthermore at R' the flow is unstable and can 
recover to high flow natural convection leading to restoration 
of single-phase flow. 

It must be noted that the flow excursion (jump from E to 
E') is very critical in terms of CHF considerations; if exit 
quality is greater than or equal to 100 percent following excur­
sion to low flow condition, dryout automatically occurs. 

Steady-state single-phase and two-phase natural convection 
behavior of channel flows can be examined through solution 
of the steady-state discretized energy and momentum equa­
tions of the form 

h, -hj. 
NirDAXjqf 
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A number of two-phase flow multipliers for annular flow 
regime are available as given by Collier [11] and Wallis [12]; 
however, at extreme values of the quality they can be highly 
inaccurate. For the present analysis, the homogeneous flow 
model based upon the Blasius form of the friction factor and 
the McAdams definition of the mixture viscosity also recom­
mended by Ishii and Fauske [13] would appear to be the most 
appropriate choice; that is 

The two-phase flow multiplier for the outlet orifice region is 
based upon the empirical modification proposed by James 
[14] and given in [11, p. 91] 

l + ^ x i - 5 

vf 
(4) 

The void fraction a is determined using the following rela­
tion [15] j 

a= 1+0.28*?,-71 ( 5 ) 

where the two-phase flow modulus, also known as the 
Lockhart-Martinelli parameter, is defined as 

( . ^ " ( ^ ( J V - ) 
^ X ' V Pf ' X Vg ' 

(6) 

The Lockhart-Martinelli void fraction relation, approx­
imated by equation (5), has been found to be in excellent 
agreement with the recent liquid metal test data as discussed 
by Costa [16]. 

The single-phase friction factor is defined by 

/ = C R e " (7) 

where n = 1 for laminar flow and n = 0.25 for turbulent 
flow. 

For laminar flow through wire-wrapped fuel assemblies, C 
is measured to be constant and equal to 84 [17]. On the other 
hand, for turbulent flow C is a complicated function of the 
pitch-to-diameter ratio and the spiral wire lead as correlated 
recently [18, 19]. 

The operational regimes identified in Fig. 1 illustrate that 
single-phase natural convection flow exists along the curve ON 
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and the flow rate and enthalpy rise can be derived by solving 
equations (1), (2), and (7) along with an equation of state for 
density to obtain [20] 

, » 1/(3-/1) W~q" (8) 
and 

A#~ (?"(2-n)/(3-K) ' (9) 

Equations (8) and (9) indicate the importance of the flow 
regime change during natural convection cooling, that is, for 
laminar flow both Wand Ah are proportional to -4q~"; while 
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for turbulent flow W ~ q"0M and Ah - q"0M. Therefore it 
is essential to include the Reynolds number dependence for ac­
curate prediction of natural convection behavior [20]. 

The heat flux corresponding to the intersection of the 
saturated vapor line (xo = 100 percent) and the high-quality 
curve is of special significance. An approximate analytical 
solution for this intersection can be found, assuming that the 
nonboiling length is much smaller than the total length (very 
small inlet subcooling). Solving the coolant momentum equa­
tion for the condition that exit quality is 100 percent and using 
an all vapor friction factor, one obtains [7] 

W=PgA[ 
2g(pf-pg)D\ 1/(2 -n) 

In other words, in order to maintain a dried-out region in 
the upper part of the rod bundle, the vapor production rate in 
the lower part of the rod bundle must be sufficient to maintain 
voiding, and thus prevent re-entry of liquid for rewetting, and 
therefore, the heat flux corresponding to this vapor produc­
tion rate is termed the "critical heat f lux" and is determined 
by substituting equation (10) into the energy equation to ob­
tain 

<7CHF — 
\2gpg{pf-Pg)D^ 

Crt 

1/(2 -n) 

TTNDL, 
(Ahsc + hfg) (11) 

Again, the influence of flow regime1 is clearly evident. 
Equations (10) and (11) are similar to the re-entry criterion 
proposed by Dunn [21] and later modified by Fauske and Ishii 
[22]. These equations treat the flow regime explicitly, and as 
such the vapor production rate and subsequently the heat flux 
does not depend on the magnitude of the Reynolds number, 
but only on its range (turbulent, transition, or laminar). 

Therefore, for dryout to occur, it is sufficient that the 
critical heat flux (CHF) point be reached; however, sustained 

In this context, throughout this paper, "flow regime" refers to turbulent, 
laminar, and transition flow regimes. 

Table 1 Comparison with ORNLSBT test results 

Test 
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100R4 

131R1 

132R1 

130R1 

129R1 

121R1 

125R1 

125R2 

127R1 

120R1 

119R1 

122R1 

128R1 

123R1 

124R1 

126R1 
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Table 2 Comparison of heat flux limits 

T w 
in 

673 

873 

1073 

^ 

527 

327 

127 

„.. (W/cm2) 
Excursion 

25.7 

15.3 

5.8 

„ (W/cm2) 
q CHF 

Model 

7.30 

6.15 

5.35 

... (Wcm2) 
q CHF 

Eq. (11). 

6.4 

6.0 

5.4 

Error(S) 

14 

3 

1 

dryout requires significant vapor generation to maintain 
voiding and prevent liquid re-entry for re wetting. Further­
more, the dryout region extends into the entire upper region of 
the heated section. 

Steady-State Analysis 

Steady-state analysis of a typical LMFBR fuel assembly [23] 
is presented along with the examination of the Oak Ridge Na­
tional Laboratory Sodium Boiling Test (SBT) facility 
measurements [2] in terms of flow excursion phenomena. 

Figure 3 shows the calculated pressure drop versus flow rate 
characteristics at various power densities. The intersection of 
these curves with the constant, convective driving head pro­
vides the possible operating conditions shown in Fig. 4. 

Single-phase natural convection flow exists for steady 
power densities up to 160 MW/m3 (5.2 kw/pin). Low-quality 
stable boiling occurs for power densities greater than 160 
MW/m3 up to the critical power density of 200 MW/m3 (6.5 
kw/pin or 26 W/cm2), beyond which flow excursion leading 
to dryout takes place. Recovery from high-quality low-flow 
conditions is not possible until the power density is reduced to 
about 44 MW/m3 (1.43 kw/pin). 

Figure 4 also illustrates that the two-phase unstable mode 
solutions are very close to the stable low-quality mode solu­
tions; thus, premature flow excursions at power densities 
beyond 57 MW/m3 (1.83 kw/pin or 7.3 W/cm2) will lead to 
dryout and subsequent cladding temperature excursions. 

The boiling map exemplified by Fig. 4 demonstrates a very 
important characteristic, that the sodium boiling phenomenon 
is strongly path dependent. Let us consider a case where a 
system is operating at low power, single-phase natural convec­
tion; increasing the power level in small quasi-steady steps 
leads to an increase in the convective flow along the single-
phase natural convection curve. However, if the power level is 
increased in a large step or ramp, the system can easily move 
to the right of the two-phase unstable operating curve, and 
thus undergo a premature excursion. A similar situation arises 
during constant-power, variable-flow conditions, such as flow 
coastdown at decay power levels or protected loss-of-piping 
integrity accidents. 

The impact of inlet subcooling is demonstrated in Figs. 4 
and 5. Higher inlet temperature reduces the margin to boiling 
inception, and thus reduces the heat flux at which sodium flow 
excursion occurs. Furthermore, the heat flux interval between 
the flow excursion point and the rewetting process is also 
reduced as the inlet temperature is increased. 

A similar analysis is performed for the ORNL single-
channel sodium boiling experiments. 

The geometric characteristics of the SBT test section are ap­
proximately equal to those of a full-scale LMFBR fuel 
assembly [2]. It consists of a radiant furnace heated region, 
followed by the simulated fission gas plenum region 
downstream of the heated zone. Table 1 summarizes the test 
results as compared to the present calculations and those 
predicted by the SAS3D computer code [4]. 

Experimentally, single-phase free convection behavior was 
observed for test section power densities less than 125 
MW/m3 . Due to a high degree of wall superheat (100 K), a 
precise determination of boiling inception was not possible. 
To circumvent this operational problem, argon bubbles were 
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injected upstream of the heated section to induce boiling; once 
boiling was established, the argon injection was terminated. 

A chugging instability was observed for test section power 
densities between 125 to 162 MW/m3 . This is attributed to the 
high degrees of superheat and associated lack of nucleation 
sites [2, 9]. 

A quasi-steady, oscillatory, slug-annular flow boiling 
behavior was observed for periods up to 45 min at power den­
sity between 162 and 200 MW/m3 . Evidence of more than one 
operating condition for the same test section power density 
was also observed for power densities near the lower end of 
the stable boiling regime. 

At test section power densities above 200 MW/m3 , intermit­
tent dryout conditions were encountered. Recovery from 
dryout was frequently observed. 

These experimental observations are in direct agreement 
with analysis of the steady-state model, also summarized in 
Table 1. The disagreements are in part due to the inaccuracies 
in the test section power measurement caused by heat losses, 
which are shown [2] to be about 45 percent at 40 MW/m3 and 
decrease to about 18 percent at 200 MW/m3 . Thus, the cor­
rected power density at dryout is about 164 MW/m3 , which is 
within 6 percent of the predicted value. From these considera­
tions, it can be concluded that CHF was reached as a result of 
the flow excursion, and somewhat prematurely. 

Dryout Criterion 

It is evident from the computational results supported by 
experimental data that dryout is expected to occur following 
flow excursion for heat flux levels greater than <?CHF • 
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Following flow excursion, the flow rate reduces to a level 
corresponding to the laminar-turbulent transition regime 
where C ~ 0.4 and n = 0.25 [20]; thus equation (11) becomes 

#CHF = 
5gpg(pf-pg)D

l
e -(Ahsc + hflt) (12) 

li°g
2i J irNDLh 

Comparison of the CHF limits given by equation (12) and 
those obtained from Figs. 4 and 5 and summarized in Table 2 
shows excellent agreement. 

It is seen that the CHF approaches the heat flux corre­
sponding to the point of flow excursion, in the absence of inlet 
subcooling. Furthermore, comparison of the detailed 
numerical results shown in Figs. 4 and 5 with those obtained 
from equation (12) for CHF shows that the heat flux 
calculated from the approximate equation is conservative. 

These results indicate that the decay heat may be removed 
via coolant boiling for decay power levels in the range of 3.7 
percent (of nominal) at zero inlet subcooling and up to about 5 
percent (of nominal) at maximum inlet subcooling of 527 K, 
somewhat higher than those obtained by Dunn [21] and 
Perkins and Bari [24] for the FFTF reactor using the SAS3D 
computer code, but lower than recent calculations reported by 
Fauske and Ishii [22] using a similar approximate equation 
and an empirical correlation based on the Katto's low flow 
convection CHF equation. 

Transient Analysis 

In order to examine the transient dependence of the 
Ledinegg instability and subsequent low flow operation, a 
transient model is developed and used to study this 
phenomenon. 

The model is based on the solution of the conservation of 
mass, momentum, and energy equations of the form 

dp 1 dW 
-0 (13) dt A dX 

1 dW 

~A~~bT' 
1 d / W2 \ 

f 

and 

2PDeA
2 

dh 

W\W\+Pg + 

W dh 

dP 

dt dX 

(14) 

(15) 

The sonic effects associated with the fluid compressibility 
can be eliminated by assuming that fluid density may be 
evaluated as a function of fluid enthalpy only [7, 25]. 

These differential equations are integrated as described in 

•THORAX (Z-D) 
-PRESENT MODEL (l-D) 

Dryout 

0 1 2 3 4 5 6 
TIME AFTER BOILING (s) 

Fig. 10 Comparison of the present model with the ORNL two-
dimensional calculations at high heat flux forced convection boiling 

the Appendix using the homogeneous two-phase flow 
multiplier (equation (7)) and the Lockhart-Martinelli slip flow 
correlation (equation (5)). At any location in the subassembly 
where the local average quality reaches unity, dryout is de­
fined to take place. 

The liquid region above the bundle (upper plenum sodium) 
is in thermal-hydraulic interaction with the subassemblies, and 
its thermodynamic state is governed by mass and energy con­
servation for a mixing process. During transients in which 
sodium boiling occurs, the sodium vapor can condense 
through this mixing process in the upper plenum liquid 
sodium, provided the sodium inside the upper plenum is sub-
cooled. It has been shown [26] that for slow loss-of-heat sink 
scenarios, the upper plenum sodium may approach saturation 
prior to the core internals. 

Application of the present model to a typical LMFBR [23] 
postulated protected loss-of-flow accident corresponding to a 
decay heat level of 4.7 kw/pin is illustrated in Figs. 6 and 7. 
The sodium temperatures increase and reach saturation as a 
result of power-to-flow mismatch in the subassembly, leading 
to low-quality boiling at the boundary between the fuel and 
upper axial blanket regions (Fig. 6). The boiling region 
propagates upward, causing a significant increase in the fluid 
buoyancy and thus, improvement in the natural convection 
flow which sweeps the two-phase front out of the assembly 
and restores the single-phase natural convection flow. Figure 7 
shows the sodium inlet and outlet flow oscillations foreseen by 
the steady-state analysis. 

At 4.7 kw/pin corresponding to 145 MW/m3 , the steady-
state boiling map of Fig. 4 yields a single-phase liquid flow of 
about 1.6 kg/s and an unstable boiling flow of about 1.4 kg/s. 
These values are in agreement with the transient results of Fig. 
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7, where as a result of power to flow mismatch in the 
subassembly, sodium boiling starts at about 75 s when sodium 
flow reaches a minimum of 1.4 kg/s followed by an increase in 
thermal buoyancy and thus reestablishment of single-phase 
natural convection flow of about 1.6 kg/s at about 95 s. 

The boiling instability at this heat flux range can be 
demonstrated if the decay heat level is increased by a very 
small fraction to about 4.8 kw/pin. Figure 8 illustrates that the 
system undergoes a premature flow excursion, causing rapid 
downward propagation of the voided region and subsequent 
temperature rise as a result of this flow excursion-induced 
dryout. It also demonstrates that, at low heat flux, the flow 
excursion process is rather slow; it occurs over a 10 to 20 s time 
frame, in agreement with the experimental observations 
reported by Costa [16]. 

These results indicate that even though the steady-state 
calculations can predict the boiling existence with the ap­
propriate range of flow and power condition, they cannot ade­
quately quantify the spatial and temporal characteristics of the 
boiling process. It is seen that premature flow excursion can 
not be ruled out, particularly for severe transients where the 
flow rate may be changing quite rapidly; however, there is a 
possibility of maintaining low-quality oscillatory boiling for 
an extended period as demonstrated in recent ORNL rod bun­
dle experiments [27]. 

Therefore, permanent fuel pin dryout can not occur prior to 
flow excursion. Furthermore, even if flow excursion does 
take place, the heat flux must be sufficiently high to cause 
dryout (q" > <7CHF)-

High Heat Flux Boiling 

The flow excursion process for high heat flux forced circula­
tion systems is also governed by the Ledinegg instability. 

In order to demonstrate the validity of the present model, 
and its applicability to typical LMFBR rod bundles at high 
heat flux, the model as incorporated into the SSC code [7] is 
used to simulate a loss-of-flow transient in a 217 pin bundle 
operating at 15 kw/pin power, 2 M/s sodium inlet velocity and 
663 K sodium inlet temperature. Results of these calculations 
are then compared with a similar calculation performed by 
Dearing [5] using the THORAX code. THORAX is a two-
dimensional porous blockage model, which has been used ex­
tensively in support of ORNL sodium boiling experiments, 
where excellent agreement between experimental and 
calculated dryout times has been reported [5, 27]. 

Loss of flow is simulated by changing the driving head in ac­
cordance with 

r[l-0.144^]AP(/ = 0) 0 < / < 3 . 6 s 
AP(t) = \ (16) 

[_ 0.48 AP(t = 0) t>3.6s 

Figure 9 shows the axial position of the voiding propagation 
in the bundle. It is seen that Ledinegg instability begins at the 
time when a large fraction of the bundle is voided leading to 
rapid flow excursion as illustrated in Fig. 10. Furthermore, 
dryout is predicted to occur at about 5.5 s following boiling in­
ception in excellent agreement with the two-dimensional 
THORAX results [5]. 

Comparison of the flow excursion process for high and low 
heat flux boiling clearly indicates that the severity of flow ex­
cursion increases with increasing power level as a result of 
faster propagation of the boiling region inside the bundle. 
Furthermore, under low heat flux natural convection boiling 
conditions (generally a much slower process than the high heat 
flux forced convection boiling), the thermal inertia of the 
subassembly structural material can significantly influence the 
propagation of the boiling region through the subassembly. 

Summary and Conclusions 

Flow excursion-induced dryout at low heat flux natural con­
vection sodium boiling, typical of liquid metal fast breeder 
reactor following loss of forced cooling with reactor shut­
down, was addressed. 

Steady-state predictions show that low-quality sodium boil­
ing is possible up to the point of Ledinegg instability leading to 
flow excursion and subsequent dryout in agreement with 
ORNL-SBT data. 

It was also demonstrated that due to the close proximity of 
the low-quality and unstable boiling modes, premature flow 
excursions can limit extended operation up to the point of 
Ledinegg instability and hence lead to dryout, provided the 
heat flux level is higher than that corresponding to the 
saturated boiling (<?CHF)-

A flow regime-dependent approximate heat flux relation­
ship corresponding to the limit of safe operation was 
presented, and comparisons with a more detailed numerical 
solution at various inlet subcooling demonstrated good agree­
ment in the conservative direction. 

Furthermore, results of a transient calculation for a high 
heat flux-forced convection, loss-of-flow transient scenario 
was compared with results of a parallel calculation with the 
two-dimensional THORAX code, and showed a good agree­
ment in predicted dryout time. 

Premature flow excursion may preclude operation up to the 
limit of Ledinegg instability if sodium boiling could be avoid­
ed in the first minutes after reactor scram; subsequent boiling 
could remove sufficient decay heat to prevent cladding failure 
provided core uncovering has not taken place; this is in agree­
ment with studies concluded recently [26]. 
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A P P E N D I X 

In order to permit an increase in the integration time step, 
sonic effects associated with fluid compressibility are 
eliminated by assuming that fluid density is a function of 
specific enthalpy only, that is 

P=p(h,P*) (Al) 

where P* is a reference pressure. 
Therefore, the conservation of momentum equation must 

be integrated over the entire subassembly (channel) for solu­
tion rather than solved in a piecewise manner [25]. For this 
prupose, we integrate equation (14) from X= 0 to X=L to ob­
tain 

L dW 
-= (P , -P 0 ) -A/> , 0 (A2) 

where 

and 

AP„ 

dt 

W----K 
L Jo 

WdX (A3) 

1A2 
(1-X0)2 xl 

Pg&o J 
Wl- m pi - P/(l-OL0) 

+ — i f ^ ( - r ) dX+s\ pdZ (A4) 2 Jo D0pf \ A / Jo 

The variation of mass flow rate along the length of the 
channel is given by rewriting equation (13) as 

bW dp 
(AS) dX 

-A 
dt 

where p is defined by equation of state (Al). The right-hand 
side of equation (A5) may be obtained after the local time rate 
of change of enthalpy is determined from 

PJAAXJ - ^ = Wj(hj_, - hj) + NvDAXflf (A6) 

where qf is the local heat flux rate from the surface of the fuel 
pin cladding and structural material into the fluid. 

Equations (A1)-(A6) can now be solved using the steady-
state initial conditions together with boundary conditions T-, 
Ph P0, and qf as a function of time. 

Numerical Solution Procedure 

The numerical solution procedure is as follows: 
1 Determine Th (Pj—P0), and #/either through transient 

forcing functions or coupling to a systems transient code. 
2 Solve equation (A2) using a fifth-order predictor-

corrector method of the Adams type to obtain Wk+'. 
3 Calculate the enthalpy distribution using a semi-implicit 

difference equation of the form: 

Wjh)! 

hj + l 

AAX: . 
+ —£f~ Pjh] + NirDAXjqf 

AAXj 

At 

(A7) 

Pi 
4 Calculate the density distribution as a function of the ad­

vanced time enthalpy distribution using equation (Al) 

Pj + 1=p(.hj + 1,P*k+1) (A8) 

where p*k+i is calculated as a linear average of inlet and 
outlet pressures. 

5 Determine the mass flow rate distribution using equation 
(A3) 

Wk< 1 

~1L 
Y^[Wj^ + Wkt\]AXj 

together with equation (A5) 

Wk
jt\ = Wk

j*
x 

(A9) 

(A 10) 

ePf 

by first solving for the outlet mass flow rate in terms of the 
average flow rate and then back substituting into equation 
(A10) and repeating steps 2 through 5 to obtain convergence. 

The integration time step is adjusted in order to satisfy a 
preselected accuracy criterion for local enthalpies. 

It must be noted that the present model has been coupled to 
the system-wide transient code SSC [7] through inlet 
temperature, {Pj—P0) and the heat flux qf at the cladding 
surface. 

The surface heat flux qf is calculated using empirical heat 
transfer coefficients for liquid sodium prior to the occurrence 
of dryout. 
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1 Introduction 

Boiling Heat Transfer in a Narrow 
Eccentric Annulus: Part III—A 
Model of Dry Patch Extent and 
Temperature Distribution 
A previous paper, Johnston et al. (1983a), has described the phenomenon of dryout 
under a condition of line contact in tube support plate crevices. This paper presents 
the development of a model for the tube wall temperature distribution. The major 
effort is given to predicting the extent of the dry patch. The results show a satisfac­
tory comparison with experimental data. 

A previous paper (Johnston et al., 1983a) described an ex­
perimental study of boiling heat transfer in the narrow an­
nular crevice formed by a tube passing through a drilled tube 
support plate (TSP) in a PWR steam generator. It was found 
that a condition of stable dryout exists when the heated tube 
and plate are in contact. This dryout was shown to result in a 
characteristic circumferential tube wall temperature distribu­
tion. A model of the dryout process should be able to predict 
this profile. 

Baum and Curlee (1980) presented an interesting and quite 
simple model for predicting the shape of a stable dry patch in a 
cylindrical TSP crevice. As in their experimental work, the 
tube was specified to be in line contact with the plate. A 
number of assumptions were made concerning the prevailing 
fluid mechanics in the crevice. The fluid was taken to be a 
saturated liquid in axial laminar flow. The velocity was as­
sumed to be a function only of the angular coordinate. To ac­
count for two-phase flow in the crevice, the fluid physical 
properties were taken to be those of the saturated vapor. 

At a given angular position, an energy balance was written 
on the local axially flowing fluid. For low velocities, as would 
occur close to the contact line, the liquid would be entirely 
vaporized within the crevice. Plotting this axial position versus 
the angular coordinate resulted in a rather steep-sided dry 
patch over the full axial length of the crevice. Comparisons 
with the shape of salt deposits from the chemical concentra­
tion experiments were strikingly good. 

This model, by its nature, could not predict the temperature 
distribution in the tube wall. Alperi (1978) published an 
analysis which addressed this question without considering the 
actual fluid behavior in the TSP crevice. The study is ap­
plicable to the condition of a stable dry region on the outer 
surface of a tube. Alperi solved the steady-state conduction 
equation for the tube wall in radial and tangential coordinates, 
with a step change from a low to high outside surface heat 
transfer coefficient. 

The inside boundary condition was taken to be either con­
stant temperature (corresponding to hot water heating) or con­
stant flux (corresponding to electric heating). 

In considering the behavior of a dry patch on the tube sur­
face, it seems that the phenomenon might be viewed as the 
growth or collapse of a confined bubble under the influence of 
an encroaching liquid. Bankoff (1959) and Marto and 
Rohsenow (1966) studied such a problem in a simpler 
geometry. These analyses were concerned with the penetration 
of liquid into a vapor-filled cylindrical cavity with heated 
walls. In both cases, despite differing assumptions, the liquid 

was seen to penetrate the cavity to some maximum depth and 
then recede. In the TSP crevice problem, the confining 
geometry is more complicated: curved and converging. The 
general approach of Bankoff (1959) and Marto and Rohsenow 
(1966) might still be extended to this situation. In the analysis 
which follows, a two-dimensional tube wall conduction equa­
tion is combined with a two-region heat transfer coefficient. 
The major effort is given to predicting the extent of the dry 
patch. Model predictions are then compared with experimen­
tal data. 

2 Tube Wall Conduction Model 

As mentioned above, Alperi (1978) obtained a solution for 
the two-dimensional temperature distribution in a circular an­
nulus, based on a two-region outer heat transfer coefficient 
with either a constant flux or temperature inside wall 
boundary condition. His work will now be extended to pro­
vide a more general solution. 

Consider a tube of inside radius /•,• and outside radius r0. If 
axial conduction is neglected, the steady temperature distribu­
tion is described by the Laplace equation. At the inside wall, a 
good approximation is that the heat transfer coefficient is con­
stant for a given primary flow rate and bulk temperature. In 
view of the tube wall temperature variations described in 
Johnston et al. (1983a), this is thought to be more realistic 
than the assumption in Alperi (1978) of a constant wall 
temperature. In the temperature range of interest, the viscosity 
of water, and thus the convective heat transfer coefficient, do 
not vary greatly. At the outer wall the heat transfer coefficient 
may vary around the periphery in an arbitrary manner. Final­
ly, the solution should be periodic about the circumference, 
and it is reasonable to require symmetry about the line of con­
tact, 0 = 0. 

Defining dimensionless coordinates 

T-T. 
X^^ 4 - (1) T -T 

1 / 3 -

the governing equations become 
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•q drj V 

dX 
N.X= -Nt 

or] 

dX 
-—- + NoX=0 

07) 

dX 

drj > 
1 d2X 

r,2 dd2 

V=Vi 

-•K<B<ir 

i, = l 

-ir<d<ir 
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(5) 
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X(Vl6)=x(ti, -6) vi^v^i 

X(r,, 6) = X(.r,,e + 2TT) 7), < r, < 1 

where 

Vi=~ 

N,-

r0 

k. 

N0=N0(d) = 
hnrn 

(6) 

(7) 

(8) 

(9) 

(10) 

A solution of equation (3) consistent with equations (6) and (7) 
is 

00 

X=a0 + b0lnr,+ £ {amvm + 6mT"')cos md (11) 

Evaluating this expression at the inner wall results in 
00 

X=a0 + (l-a0)a0lnri+ £ am(vm -<xmr,~"<)cos md (12) 

where 

1 

In ri, 
1 

« m = 1 , 
2„, NM-m 

(13) 

(14) 

Equation (12) is substituted into equation (5) to obtain 

-c0=o0(N0-a0) 

+ Z) am[N0(\-ctm)-m(\+ctm)]cos md (15) 

Equation (15) determines the constants am, m = 0, 1, . . . . 

These are obtained by multiplying the equation by cos nd and 
integrating over the limits -ir<d<ir. Advantage is taken of 
the fact that N„ is an even function of 6. If n is allowed to take 
successive values 0 , 1 , 2 , . . . , there results an infinite number 
of linearly independent equations in the constants a,„, m = o, 
1 , 2 , . . . . These may be written in matrix form 

a C = B (16) 

Q. is an infinite symmetric matrix containing information 
about the outside heat transfer coefficient. B and C are in­
finite column matrices. The elements of these matrices are 
defined below 

Ct=a0 

Cm = am-\(\ " 

B{ = -ira0 

Bm=0 

m = 2,3, 

m = 2,3, 

Au= N0dd-ira0 Jo 

A-mn = \ N0 COS (W - 1)0 COS (« - \)Bd6 

( « - l ) T l + t t „ _ i , 

2 l - a „ - i ,1=1 ,2 

m = n = \ excluded 

The Kronecker delta is defined in the customary manner 

'"O m^n 
O >nn 

Once the outside heat transfer coefficient A 0̂ is known, the 
matrix elements A,„„ may be evaluated by analytic or 
numerical integration. Some finite number of terms may then 
be obtained for use in equation (12). 

3 Crevice Heat Transfer Model 

The angular distribution plots of tube surface temperature 
presented in Johnston et al. (1983a) show several characteristic 
features. First is the major difference in temperature between 

om, a0 

A 
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Fig. 1 Tube support plate crevice geometry with contact at d = 0 deg 

the wetted and dry portions of the surface. Second is the 
steepness of the tangential temperature gradient at the dry 
patch boundary. Third is the W shape, the gradual increase in 
temperature as the crevice widens. This difference in 
temperature from the patch boundary to 180 deg is much 
smaller than that between the patch boundary and the contact 
line (0 = 0 deg). 

In an attempt to model the heat transfer processes in the 
crevice, it seems a reasonable first approximation to ignore the 
W shape and average over the wetted portion of the gap. Fur­
thermore, the steep tangential gradients at the patch boundary 
suggest that the transition between dry and wet portions is 
rather abrupt. This leads to a two-region heat transfer coeffi­
cient 

O<0<</> dry patch, poor heat transfer 
4> < 6 < -K wetted surface, good heat transfer 

where <j> is the position of the patch boundary. This model 
would seem to preserve the more striking of the characteristics 
of the experimental results. 

3.1 Dry Patch Region. Figure 1 illustrates the tube and 
crevice geometry. In the dry patch region, heat is conducted 
from the tube surface into the vapor and hence into the tube 
support plate. There is no experimental information about the 
motion of the vapor in the patch. As a conservative estimate, 
the vapor will be presumed to be stagnant, so that heat 
transfer occurs entirely by conduction. Two-dimensional con­
duction equations may thus be written for the vapor and TSP. 
This problem is made difficult by the vapor-TSP interface on 
which boundary conditions are specified. This is a circular 
curve whose center of radius does not coincide with the coor­
dinate system origin. A simplification which allows an easy 
solution is to neglect tangential conduction in the vapor and 
TSP. A two-dimensional heat conduction solution for the TSP 
alone indicates that the radial temperature gradient exceeds 
the tangential gradient by a factor of 10 in the region around 
the point of tube-TSP contact for a patch half-width of 30 
deg. 

A steam generator operates over most of its length with 
saturated secondary fluid. Since only some small fraction of 
the tubes would be expected to feature a hot spot (Johnston et 
al., 1983a), a given tube support plate will usually be at the 
saturation temperature. To describe radial conduction in the 
TSP, it is necessary to specify a radial distance at which the 
support plate temperature reaches Ts. Referring again to Fig. 
1, and writing one-dimensional conduction relationships, 

2k» 

D0 In (R/r0) 

2k„ 

DB \n(\ + t'/R) 

(Tw-T2) 

(T2-Ts) 

(17) 

(18) 

where T2 is the temperature at r = R. However, the outside 
heat transfer coefficient is defined such that 

q = h0(Tw-Ts) 

Combining these equations, there results 

(19) 

Nomenclature (cont.) 

r0 = 

R = 

R' = 

s = 
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t' = 
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T 
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= 
= 
= 

= 

= 
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= 
= 
= 
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= 
= 

= 

= 

ficient, primary to outer 
wall 
velocity 
dummy variable 
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temperature 
dummy variable; integral 
time coordinate 
axial coordinate 
wedge half-angle 
liquid thermal diffusivity 
parameters 
constant 
contact angle for liq­
uid-vapor interface 
Kronecker delta 
dimensionless rad ia l 
coordinate 
perturbation functions 
fo r f • 
d i m e n s i o n l e s s f ina l 

V = 

Vi 

x = 

f = 

p = 
Pv = 

a = 

02 = 

meniscus position, first 
approximation 
dimensionless rad ia l 
coordinate 
dimensionless tube inside 
radius 
angular coordinate 
heat of vaporization 
liquid kinematic 
viscosity 
dimensionless density 
parameter 
liquid density 
vapor density 
surface tension 
dimensionless time 
coordinate 
angular position of dry 
patch boundary 
initial position of dry 
patch boundary 
angular coordinate 
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K = [• 
D0 In (R/R0) D0 In (\+t'/RY 

0<( (20) 
2kg 2kg J 

This equation includes the effect of support plate thermal con­
ductivity. R varies with angular position 

R= -d cos d + (rl-cP sin2 Q)ln (21) 

where rh is the radius of the drilled hole and d is one-half the 
diametral gap. The thermal distance t' is chosen to be about 
half the distance between adjacent drilled hole perimeters, as 
suggested by a three-dimensional heat conduction solution in a 
TSP with surfaces at Ts. The neglect of tangential conduction 
in the support plate is a conservative assumption and will tend 
to cause an overprediction of the contact line temperature. 
This will be more pronounced for narrower dry patches (larger 
crevices). While it is possible to vary t' with gap size in order 
to fit the data, it is desired here to choose a physically realistic 
value and accept the disparities which result. 

3.2 Wetted Region. In the wetted region of the tube, the 
support plate material does not influence the heat transfer 
(Johnston et al., 1983b). For the first approximation, the ef­
fects of flow rate and inlet enthalpy are neglected as well. It is 
then appropriate to describe the heat transfer by an equation 
of the form 

ATs = cq" (22) 

where c is a function of pressure. For the experiments per­
formed at 0.69 MPa (Johnston et al., 1983b) the data were 
generally fitted by choosing c to be 0.088°C m/W1 / 2 and n to 
be 0.5. 

In the widest part of the gap, the tangential temperature 
gradients in the tube wall are small, and the conduction of 
heat may be assumed to be one dimensional. In order to deter­
mine the outside surface heat transfer coefficient, the equation 
for heat conduction from the primary field 

q=U{Tp-Tw) (23) 

is used to eliminate q in equation (22). Making use of equation 
(19), there results 

hn = U 
T -T 

T -T 
<j><6<ir (24) 

where Tw is here that value of the outer surface temperature 
determined by one-dimensional calculation in the wide gap 
region. 

4 Patch Width Model 

In order to complete the specification of the crevice heat 
transfer coefficient h0, it is necessary to determine the extent 
of the dry patch, the angle <j>. As was done in specifying the 
wide gap region behavior, the influence of flow rate and inlet 
enthalpy on the dry patch will be neglected. In Johnston et al. 
(1983b) it was determined that the heat flux and gap size have 
the greatest effect on patch extent; the model to be developed 
here will consider these variables. 

Figure 2 illustrates the situation under consideration. Liquid 
in the crevice moves tangentially toward the contact line. The 
motion results from condensation of the confined vapor, 
aided by capillary forces. The liquid motion is retarded by 
viscous shear at the crevice walls, in addition to the increasing 
pressure of the vapor. This is taken to be the equilibrium 
vapor pressure associated with the temperature of the liquid 
meniscus. The temperature rises due to heat transfer from the 
tube wall, as well as latent heat transport from the condensing 
vapor. The forces ultimately balance, and the liquid stops at 
an angular position </>, the minimum patch width. Further heat 
transfer causes the meniscus to vaporize, resulting in rapid ex­
pulsion of the liquid. It is desired to analyze this process of 
liquid inflow to determine the position at which its motion 
ceases. The equations for heat and momentum transport for a 

TSP 

Fig. 2 Liquid motion in crevice 

Tube 

Fig. 3 Liquid motion in wedge 

curved converging flow are quite difficult. As the first of 
several approximations, the crevice of Fig. 2 will be replaced 
by the narrow straight-sided wedge of Fig. 3. The meniscus 
position at any time is denoted by pm. The minimum patch ex­
tent 4> is now associated with the radial position p*m. 

4.1 Fluid Motion. This analysis will not consider the de­
tailed behavior of the interface, but rather will focus on the 
motion in the bulk of the liquid. The liquid velocity comprises 
only the radial component and is presumed to be a function of 
both radial and angular coordinates, p and \p. The continuity 
equation gives 

~(pv) = 0 (25) 
dp 

This implies 

v = (26) 
P 

The liquid flows toward the apex of the wedge; hence 

The momentum equation is written in terms of equation (26), 

p dt p3 J 
1 dP v d2f 

- + -dp 3i/<2 
(27) 

As an approximation, this equation will be averaged over the 
angular coordinate. This \j/ average is defined 

s(0 = -
tL(" sty, Qp d+dz 
jo - « 

'0 
f P d+dz 

1 

~ 2 ^ 
s" sty, M* (28) 

Applying equation (28) to each term of equation (27), there 
results 

3/ 
dt --rf= — 

l dP df 
p dp 2ap3 L dyp 

df 
d^ 

(29) 

The velocity gradient at the wall will be approximated by that 
for steady converging flow. Goldstein (1938) gives the solution 

•— = 3 tanh2 [ J ^ - ( a - 1̂ 1) + ^ ] - 2 - a < i / - < a (30) 

where 

/ 2 ^ / ( 0 ) < / W < 0 
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R' = A 
V 

j3s tan t r 

Differentiating equation (30), there is obtained 

JL I = _. df I 2 

d\p \a 
( - / 2 ) V 2 (31) 

d^ I-a (3u)l/1 

The solution given in equation (30) is strictly valid only for 
large R'. Applying equation (28), it is found t h a t / a p p r o a c h e s 
the center-line value f2. Making this approximation, and using 
equation (31), equation (29) becomes 

1 df2 1 1 dP • + ^ e <-/,,. (32) 
p dt p l p dp 3ap3 

The additional approximation that f = f2 has also been 
made. 

A mass balance on the interface gives 

p{v-u)-pu(-u) = 0 (33) 

where it is the average velocity of the interface, as distin­
guished from the average liquid velocity v. In writing this 
equation, the vapor has been presumed to be stagnant, and the 
actual shape of the interface has not been considered. Solving 
for the interface velocity 

u = -y0 (34) 

where 

H = P-Pv (35) 

It is seen that the motion of the interface exceeds that of the 
bulk liquid by an amount dependent on the density ratio of the 
two phases. For p >> p v , the vapor condensed produces a 
negligible volume of liquid, and the liquid flows in the crevice 
at the same speed as the interface. For the other extreme, p = 
p v , condensation of vapor produces an equal volume of liquid, 
and the interface moves through a stagnant medium. For 
water at 0.69 M P a , £ = 0.995; at prototypical steam generator 
conditions, £ = 0.95. 

Recognizing that 

dpm _ 
= w 

dt 
and recalling equation (26), equation (34) becomes 

h = iPn 
dPn 
dt • = &mPn. (36) 

Using this result in equation (32) and integrating over the 
radial coordinate f r o m p m , where P = Pm, to s o m e p 2 , where 
P = Ps, there is obtained 

Pm -PS=P£ -77 iPmPm) In — ^ P^PIPI ( - j T ) 

the pressure difference across the meniscus to the capillary 
forces. This is written 

Pm=P. 
a cos (y — a) 

Pm<x 
(38) 

When this is substituted into the momentum equation 

P -P --pk-TTiPmPm) l n 

dt pm 

•rtvM-k-Jt) 
a cos (7 — a) 

Pm® 

2p£3/2(3j>)' 

3HJ •(.-PmPm)3 

\PI PV 
(39) 

4.2 Heating of Fluid. The pressure difference may be 
related to the meniscus superheat by the linearized Clapeyron 
equation 

iTv-Ts) (40) 

In order to use equation (39) further it is necessary to consider 
the energy balance on the moving liquid. As an approxima­
tion, the heated fluid is considered to be confined to one relax­
ation length (Bankoff, 1959) /, where / = ( a , 0 1 / 2 . With this 
assumption, a steady-state heat balance gives 

dp„ 
2«Lpm/0„x(-^)+^(a,01/2 

= -2aLkl(pm + (alty
/2) 

T —T 

«*>"> ( 4 1 > 

Here L is the axial length of the crevice, which divides out. 
The left-hand side expresses heat input from the vapor and the 
tube wall. The TSP is considered to be adiabatic. The right-
hand side describes conduction through the liquid. Solving for 
the meniscus superheat, there is obtained 

T -T = -
a,tq - 2apv\(a,t)l/2pmpm 

( ( a /0 1 / 2 \ 2a/c,pm(l+^-) 

(42) 

Applying a thin thermal boundary assumption implies neg­
lecting (alt)

i/2/pm in comparison with 1. Finally, there results 

T —T <x,q -(a/01/2A (43) 
2ak, p m k, 

This now may be combined with equations (39) and (40) to ob­
tain a single nonlinear ordinary differential equation for the 
interface position as a function of time. Defining dimen-
sionless parameters 

r=- Pi 

t 

2p?/2(3v)1 

{-pmPmyn{—1 j) (37) and rearranging, there results 
3a - \p%, p\. 

The procedure described above for obtaining equation (37) is 
analogous to the derivation of the Rayleigh equation for a 
spherical bubble (Hsu and Graham, 1976). In that case, the 
saturation pressure Ps is associated with a large value of p2. 
The cylindrical geometry of the present case exhibits a 
logarithmic singularity for large p; therefore, p2 must be re­
tained as a finite position in the crevice. 

Since this analysis excludes a detailed description of the 
meniscus, a complete interfacial momentum balance will not 
be written. Instead, a static force balance will be used to relate 

A -B(tm - r5/2)( - f)3/2 + aCS ln f — (ft) 

dr 

-atiC(t-?)t2 = T-aDTl/2tt 

where dimensionless coefficients are defined 

2ak,Ts cos (7 —a) 

(44) 

A=-

5 = 

Pu\aqt0 

4p^/H3vy/2klTspl 

3PukaiCtto2 
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4.3 Solution of Equation. For the narrow crevices under 
consideration, a is small. It seems reasonable, then, to attempt 
to express f as an asymptotic expansion 

f = JO(T) + «r, (T) + a2f2(r) + . . . (45) 

In order to approximate the nonlinear terms, use will be made 
of the logarithmic series 

\n{x+y) = \nx+l(—?—- + —-(——) +..) 
\2x+v 3 \2x+v/ ) 2x+y 

and the binomial series 

(x+y)"=x"+nx"-,yi + 
n(n -1) 

2! 
(" - 2y2 + . 

(46) 

(47) 

In these series, x is to be associated with f0 and y with all terms 
of 0 (a). Using equations (45), (46), and (47), and retaining 
terms of 0(a°), equation (44) becomes 

(48) A- -5(ri/2-rr2)(-fo)3/2=T 
The surviving terms represent the capillary forces, the viscous 
wall shear, and heating from the tube wall. Equation (48) is 
separable and has the solution 

B2n\: c* s5/2)2/3& = J_ A5/i L {A _T)5/3 (49) 
5 5 

where f0 = 1 at T = 0. From equation (48) it is apparent that 
the liquid motion ceases when r 
tent f0 is thus given by 

A. The minimum patch ex-

2)2/3 ds = 

where 

m 
— (—Y 

5 V B2 ) 

[-

(50) 

6ak/Ts cos ( 7 - a ) [~ V3a cos ( 7 - a ) 1 2/3 

S p . X a ^ L 2(W)1 / 2P2 J 

(51) 

The unspecified time scale /0 has disappeared, and the,quo­
tient is inversely proportional to the heat flux. For a given 

value of the right-hand side in equation (50) f0 is easily found 
by numerical integration. Then, to the first approximation, 

Pm =P2fo (52) 
In order to relate p*m to the desired result </>, it is necessary to 
specify the initial position p2, and to choose the wedge angle 
2a to approximate the TSP crevice. The first specification may 
be made on experimental grounds. In Johnston et al. (1983a) it 
was determined that no stable dry patch formed when the tube 
and plate were separated more than 0.025 mm. From equation 
(21), the tube-to-plate separation is expressed as a function of 
angular position 9 

Ar= - d cos 0 - r0 + (r2
h-<P sin2 0)1 (53) 

Referring to Fig. 2, it is desired to choose d = <j>2 such that Ar 
= 0.025 mm. Neglecting d2 sin2 8, this is given by 

0.025N 
, = COS " . ( , _ - » ) (54) 

"Unrolling" the crevice, the circular segment represented by 
4>2 is related to p2 

P2=>'o<t>2 (55) 
The wedge angle 2a may then be chosen such that the tube-to-
plate separation in the wedge at/?2 equals that in the crevice at 

2 a « -
0.025 

Pi 
(56) 

Finally, the heat flux in equation (51) is considered to be that 
of the wetted tube surface, as given in equation (23). The 
minimum patch extent 0 is then 

4> = ti Pi (57) 

where fj a n d Pi are determined above. This completes the 
specification of the outside surface heat transfer coefficient 
h0. 

5 Predictions and Comparison With Data 

The patch width model described above is an approximate 
solution to a simplified equation describing flow in a straight-
sided wedge. Its predictions must be compared to experimen­
tal data in order to judge its applicability to the curved 
geometry in the TSP crevice. 

It is possible to obtain a dry patch inception criterion from 
equations (50) and (51). Taking f0 to be zero, the value of the 
definite integral in equation (50) is found by numerical in­
tegration to be 0.509. Using this result, the heat flux at incep­
tion may be calculated from equation (51). For a 0.38-mm 
diametral gap at 0.69 MPa, this is found to be about 34,700 
W/m2°C, which is certainly comparable to the experimental 
observations for dryout (Johnston et al., 1983a). 

The various parts of the model were combined into a com­
puter program which uses equation (12) to predict the angular 
distribution of temperature at the outer surface of the tube. 
Figure 4 shows how the temperature profile is predicted to 
vary with increasing primary temperature at 0.69 MPa in a 
0.38-mm diametral gap. The contact line temperature is close 
to that of the'primary fluid, while the wide gap temperature is 
little affected. There is a general decrease in temperature with 
distance from the contact line, reflecting tangential wall con­
duction. The temperature drops abruptly to the wide gap value 
at the patch boundary. 

Figure 5 features a predicted temperature profile compared 
with appropriate experimental data. The agreement is quite 
good. In particular, the data at the 15 and 30 deg positions 
seem to verify the importance of considering tangential tube 
wall conduction. In addition, the dry patch extent seems to be 
close to that observed in the experiment. Good agreement in 
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the prediction of dry patch width is also evident in Fig. 6, this 
experiment being run at atmospheric pressure. A deficiency of 
the model is also illustrated, as the data, exhibit the 
characteristic W shape. Since the effect of flow rate was not 
considered, the model merely predicts a wide gas temperature 
in the range of the experimental values. 

Figures 5 and 6 have featured excellent predictions of the 
measured contact line temperatures. Earlier it was anticipated 
that the neglect of tangential conduction in the support plate 
would lead to greater errors for narrower dry patches. This is 
borne out in Fig. 7, which shows data and prediction for a 
2.03-mm diametral gap at 0.69 MPa. The predicted contact 
line temperature exceeds the experimental value by 6°C, which 
is conservative for design purposes. However, the model does 
predict that the difference between the primary and contact 
line temperatures will be greater for the narrower patch. This 

difference is 8°C compared to 2°C in Fig. 5. This is due to 
tangential conduction in the tube wall, and not to any increase 
in the dry patch heat transfer coefficient. It is evident from the 
low temperatures at the 15 deg position that the dry patch 
width prediction is satisfactory. 

For a steel TSP, the prediction of contact line temperature is 
even more conservative. In Fig. 8 the prediction exceeds the 
measured value by 10°C. The model does show the effect of 
increased support plate thermal conductivity, in that the 
predicted primary to contact line temperature difference is 
15°C. This is nearly twice that for the similar conditions of 
Fig. 7. Once again the prediction of patch width is 
satisfactory. 

In conclusion, the model does a creditable job of predicting 
experimental data. Its weaknesses are the neglect of the W 
shape and overprediction of the contact line temperature. In 
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spite of these, it seems to follow the trends of gap size, 
primary temperature, and TSP thermal conductivity. In par­
ticular, the patch width prediction is quite satisfactory. 
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Critical Heat Flux on a Horizontal 
Cylinder in an Upward Suboooled 
and Low-Quality Two-Phase 
Crossflow 
An experimental investigation has been conducted to determine the low-velocity 
critical heat flux (CHF) behavior on a single horizontal tube in a subcooled and 
low-quality two-phase crossflow of R-113. Data were obtained over a range of 
velocities (up to 0.3 m/s), subcooling (0 to 14 K), and qualities (0 < x < +30 
percent) at two pressures. There was a linear decrease in the CHF with increasing 
quality up to about 10 percent quality; then, due to a flow regime transition, the 
CHF remained relatively constant. A correlation has been developed which 
predicted well the subcooled and low-quality region CHF condition in the linearly 
decreasing portion of the curve. Data from the literature are also predicted well. 

Introduction 

In a recent study [1], it was shown that in kettle reboilers 
much of the recirculating flow is a two-phase mixture flowing 
vertically upward through the horizontal tube bundle. The 
velocities were low but had a significant effect on the convec-
tive heat transfer coefficients; no critical heat flux (CHF) data 
were obtained in this investigation. Indeed, the literature on 
the CHF condition in tube bundles is quite limited. Comley 
and Abbott [2] (as cited in [3]) found little difference between 
the CHF in a small tube bundle and on a single tube when boil­
ing water. Kern [4] suggested that because of possible vapor 
blanketing of tubes higher in a natural circulation bundle, a 
maximum heat flux of about 38,000 W/m2 and 95,000 W/m2 

for organics and water, respectively, should be used. Palen 
and Taborek [5], Palen and Small [6], and Palen et al. [3] have 
addressed the problem of the overall CHF in reboilers by ex­
amining industrial data (in [5, 6]) and by running large-scale 
laboratory experiments (in [3]). Conservative, overall ap­
proaches for estimating the CHF were suggested in [5, 6]. 
Because of proprietary data, only qualitative design methods 
could be presented in [3]. However, they noted that the CHF 
for a bundle is lower than that of a single tube and that the 
CHF decreases with increasing bundle diameter at constant 
pitch. It was suggested that the two-phase pressure drop 
through the bundle plays an important role in determining the 
CHF condition. In none of these studies has the effect of the 
local quality or the local mass velocity on the CHF in the 
higher rows of the bundle been addressed. Only overall data 
have been examined. Fokin and Goldberg [7] by arguing that 
the CHF condition in a tube bundle is hydrodynamic in nature 
modeled the boiling process in a horizontal tube bundle by 
flashing air through porous pipes which were immersed in 
water. By analyzing the true volume gas content near the tube 
wall and relating that to the CHF, they conclude that the CHF 
in the upper tube rows of a bundle may be much smaller 
(possibly by an order of magnitude or more) than that ob­
tained with a single tube in a saturated liquid. 

Because the flow in kettle reboilers and in once-through 
crossflow boilers is quite complex, single horizontal tubes 
(which are the building blocks of heat exchangers) in crossflow 
have been studied much more extensively than have complete 
heat exchangers. Both the subcooled and saturated liquid 
CHF conditions have been investigated. However, no in­
vestigation has been performed on a single, horizontal tube in 
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a two-phase crossflow to determine the effects of fluid velocity 
and quality on the CHF condition. 

Several studies have been conducted with subcooled and 
saturated liquid crossflows over single horizontal tubes. Vliet 
and Leppert [8] investigated the CHF for nearly saturated 
water at one atmosphere flowing normal to a cylinder in a 203 
by 31.8 mm channel. The water velocity varied from 0.365 to 
2.895 m/s. The test sections were stainless-steel wires and 
tubes 0.254 to 4.800 mm in diameter. Within these ranges of 
variables, the CHF was found to increase with the square root 
of the velocity. Only a weak dependence on the test-section 
diameter was observed; the tendency was for the peak heat 
flux to decrease for larger tubes. In a related study, Vliet and 
Leppert [9] investigated the CHF for subcooled (1.6 to 55.5 K) 
water at atmospheric pressure with a velocity of 0.152 to 3.352 
m/s. The test-section diameters were from 0.254 to 4.800 mm. 
The experimental results indicated that the CHF in the sub­
cooled region varied directly with the water velocity and sub-
cooling and inversely to a fractional power of the test-section 
diameter. The exponent which described the diameter 
dependence was itself a function of both velocity and subcool­
ing. Another subcooled water CHF study was conducted by 
Ornatskiy et al. [10] for flow velocities of 4 to 20 m/s, 
pressures of 0.2 and 0.8 MN/m2 , and the degree of subcooling 
of 40 to 120 K. However, because the flow around the test sec­
tion was through curvilinear channels, this was not a true 
crossflow experiment and ,the results were difficult to 
interpret. 

In the most recent study on crossflow boiling, Yilmaz and 
Westwater [11] experimentally determined the complete boil­
ing curve for saturated R-113 at 1 atm for high-velocity flows 
(up to 6.8 m/s). A horizontal, steam-heated 6.5-mm-dia cop­
per tube was used in a 38 X 127 mm channel. They found that 
with an increase in velocity the complete boiling curve was 
shifted upward. The CHF was proportional to the square root 
of velocity. This agreed with the dependence found by Vliet 
and Leppert [8] but disagreed with that determined by 
Lienhard and Eichhorn [12]. 

Lienhard and Eichhorn [12] performed a study of CHF on 
horizontal cylinders in a vertical crossflow in an infinite flow 
field to show the relationship of the saturated liquid CHF in 
flow boiling to that in pool boiling. It was concluded that at 
very low flow velocities the structure of escaping vapor jets 
changed from a three- to a two-dimensional pattern. The tran­
sition point between these two flow structures was correlated 
empirically. Sun and Lienhard's [13] pool boiling CHF model 
could be used to predict the low-velocity CHF before this tran-
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Fig. 1 Schematic of test loop 

sition occurs. From an analysis using a mechanical energy 
stability criterion, an equation was developed to predict the 
Iow-to-moderate velocity CHF after this transition occurred. 
At an increased liquid velocity a second transition occurred. 
The two-dimensional vapor sheet appeared to narrow and a 
second predictive correlation involving a constant which 
characterizes the sheet width was developed. In a subsequent 
study Hasan et al. [14] extended and refined the analysis of 
saturated CHF in crossflow boiling for the case where the in­
fluence of gravity is negligible. 

Hasan et al. [15] also investigated the CHF condition on a 
small cylinder in crossflow of methanol and isopropanol at 
one atmosphere in small tube arrays of two and three 
unheated cylinders placed to create interference in the liquid 
flow field and the vapor removal path. A single heated 
cylinder was placed adjacent to one or two parallel unheated 
cylinders in six different configurations. At low velocities (< 
~ 0.3 m/s), the peak heat flux on all the arrays was nearly 
that for a single cylinder. At high velocities, neighboring 
cylinders had an effect only when the heated cylinder was 
directly in the wake of an unheated cylinder. For this case, the 
CHF condition was initiated when a vapor bubble or mass was 
trapped in the intertube space and blanketed the heated tube 
with an insulating layer of vapor. An unheated cylinder, four 
diameters or less upstream of a heated cylinder, reduced the 
CHF by as much as 90 percent compared to that for a single 
cylinder. The CHF increased as the ratio of the heater spacing 
to the tube diameter increased. 

An analytical study of the CHF condition in an upward 
crossflow of saturated liquid also was conducted by Katto and 
Haramura [16]. The same two vapor escape flow patterns 
analyzed by Lienhard and Eichhorn [12] were taken into ac­
count. A hydrodynamic instability model of CHF proposed by 
the same researchers [17] was employed in the development of 
predictive correlations for the two flow regions. However, no 
criterion was suggested for the transition between the two 
regimes. The main difference between these two studies [12, 
16] is that Lienhard and Eichhorn considered hydrodynamic 

instability between the gross liquid flow and the vapor wake 
from the cylinder while Katto and Haramura considered 
hydrodynamic instability between the liquid in the film on the 
heated surface and vapor columns through the liquid film. 

From this brief review of some of the recent literature, it is 
evident that the characteristics of the saturated liquid CHF 
condition are relatively well understood. However, the effect 
of a two-phase crossflow on the CHF condition has not been 
investigated. Since much of the bundle in a two-phase heat ex­
changer is exposed to a two-phase crossflow, it is necessary to 
determine the effects of such a flow on the CHF condition so 
that better heat exchanger designs can be developed. 
Therefore, the present study was undertaken to examine the 
effect of flow velocity, pressure, and quality (both in the sub-
cooled liquid and low-quality two-phase region) on the CHF 
condition on a single horizontal cylinder in a low-velocity 
crossflow. 

Experimental Apparatus 

In order to accomplish the objectives set forth in the 
preceding section, an experimental test section was designed 
for installation in an existing flow loop (see Fig. 1) which uses 
refrigerant R-113 as the working fluid. The selection of this 
refrigerant as the working fluid was due to its good modeling 
characteristics: Water at high pressure can be modeled with 
low-pressure R-113. In addition, lower test-section power is 
required when a refrigerant is used compared to water. 

The refrigerant was kept in a storage/degassing tank pro­
vided with a 1.5 kW electric heater and a cold water con­
denser. Circulation of the refrigerant from the tank through 
the loop was done by a positive displacement pump. Liquid 
R-113 was first pumped through a steam-heated preheater and 
then through three variable-power electrical heaters, each hav­
ing a maximum of 4.8 kW power. In these, the temperature of 
the refrigerant was raised to a level so that the desired test-
section quality could be obtained after reducing the refrigerant 
pressure by passing the liquid through a set of three flashing 
valves. 

A pressure gage mounted just before the flashing valves in­
dicated the pressure of the fluid before flashing. This pressure 
was always kept at sufficiently high level to prevent the forma­
tion of vapor around the heaters and to ensure that the flow 
was single phase prior to flashing. This was done for two 
reasons. First, since the refrigerant was single phase, its en­
thalpy could be determined from the fluid pressure and 
temperature. Since the flashing across the flashing valves is a 
constant enthalpy process, by making an enthalpy balance 
across the flashing valves, the test-section quality could be 
calculated. Second, the presence of vapor in the electric 
heaters would lower the CHF which, if experienced, would 
damage the heaters and thermally decompose the refrigerant. 
A thermopile consisting of three thermocouples was located 
immediately upstream of the flashing valves to measure the 
fluid temperature. 

After the refrigerant passed through the flashing valves, it 
flowed vertically upward through the test-section channel. A 
thermocouple located upstream of the test-section channel, far 

N o m e n c l a t u r e 

d = 
G = 
g = 

h = 

"fg 

Qc0,k 

diameter, m 
mass velocity, kg/m2s 
acceleration due to gravity, 
m/s2 

enthalpy, J/kg 
enthalpy of evaporation, 
J/kg 
critical heat flux, W/m2 

critical heat flux in saturated 

boiling predicted by Katto 
equations (1) and (2), W/m2 

qc 0iZ = critical heat flux predicted by 
Zuber equation, W/m2 

R' = dimensionless radius of 
cylinder 

u. = velocity of bulk liquid flow, 
m/s 

u' =• dimensionless velocity of 
bulk liquid flow 

w = channel depth, m 
x = quality 

Pi = density of liquid, kg/m3 

pv = density of vapor, kg/m3 

a = surface tension, N/m 

Subscripts 

si = saturated liquid 
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Fig. 2 Schematic of test section 

enough from the flashing valves to ensure that the flow was 
thermally fully developed, measured the temperature of the 
fluid at the test-section channel inlet. Furthermore, another 
thermocouple and a pressure tap were located immediately 
upstream and downstream of the test section, respectively, to 
monitor the condition of the flow in the channel around the 
test section. A high-accuracy pressure gage ( ± 0 . 7 kPa) was 
used to measure the test-section pressure. Pressure fluctua­
tions in the channel were less than ± 0.7 kPa. 

The two-phase refrigerant then flowed through a set of 
three test-section pressure control valves and through two 
water-cooled condensers/aftercoolers in order to liquefy the 
refrigerant. Single-phase liquid then flowed through one of 
three rotameters, the choice depending on the flow magnitude. 
The temperature of the liquid flowing through these 
rotameters was measured using a thermocouple located 
downstream of the last condenser. The refrigerant then flowed 
back to the storage/degassing tank. A bypass line runs from 
the pump discharge to the return line into the storage tank. 
This line has two flow control valves and a pressure relief 
valve. 

The flow loop was heavily insulated from the steam heater 
to the test-section pressure control valves to minimize the heat 
loss from the loop. This was important since the quality 
calculations were based on an enthalpy balance which relied 
on accurate temperature measurement and assumed negligible 
heat loss. 

The test section (see Fig. 2) consisted of two main com­
ponents: the test section and the channel in which the test sec­
tion was located. The test section was 5.33/6.35 mm seamless 
stainless-steel tubing with a heated length of 7*6.2 mm. Two 
brass bar end plugs which were silver soldered to the end of the 
tube were used to conduct electric power to the test section. 
Each end plug was drilled and tapped to accommodate a small 
machine screw which served as a voltage tap. Direct current 
electrical power was supplied to the test-section tube by a 12 
kW d-c silicon rectifier (< 1 percent ripple). The test-section 
tube was positioned horizontally in the middle of an ad­
justable width rectangular channel. The brass end plugs 
slipped into two Teflon packing glands attached to the flow 
channel which, when compressed, electrically insulated and 
hydraulically sealed the tube. Before each set of test runs, the 
tube surface was polished with 600 grit emery cloth and 
flushed with clean R-113. 

The flow channel consisted of two U-sections and two 
stainless-steel plates assembled such that a rectangular channel 
1219 mm long, 19.1 mm deep, and 76.2 mm wide was formed 
(see Fig. 2). A gasket was used to prevent leaks. The test sec­
tion was centered in this channel 914 mm from the inlet. A 
pressure tap was located 150 mm downstream of the test sec­
tion and a small thermocouple (to measure the fluid 
temperature) was located 610 mm upstream of the test section. 

Experimental Procedure 

Prior to running any tests, the R-113 in the loop was de­
gassed in the degassing/storage tank. The liquid R-113 was 
boiled and the R-113 vapor was condensed and returned to the 
tank. The liberated air was vented to the atmosphere. After 
degassing the tank was sealed to prevent readmission of air in­
to the system. 

The flow rate was set by adjusting the flashing valves just 
upstream of the test-section channel and the valves located in 
the bypass line. The test-section quality was varied by chang­
ing the amount of energy added to the system through the 
steam preheater and electric heaters. The test-section pressure 
was controlled by the valves located immediately downstream 
of the test section. The heat flux was set by varying the output 
of the power supply. 

Before any data could be taken, the flow loop had to reach a 
steady-state condition. This was determined by monitoring the 
temperature of the fluid just downstream of the flashing 
valves. When this temperature did not change significantly ( ± 
0.5°C) over several minutes, then steady state was assumed. 
Once the steady-state flow condition was reached, the test-
section heat flux was slowly increased by raising the output 
voltage from the power supply. Power was raised in small in­
crements (~ 1000 W/m2) in order to prevent premature initia­
tion of the CHF condition. 

The initiation of the CHF condition was determined by 
observing the current flow through the test section. When the 
CHF condition was reached, the test-section surface 
temperature would increase drastically because of the 
breakdown in the heat transfer process. The resistivity (and, 
thus, the resistance) of the stainless-steel test section increases 
with an increase in the wall temperature. With a constant ap­
plied voltage across the test section, the rising wall 
temperature results in a sharp drop in the test-section current. 
Hence, the current flow through the test section was con­
tinuously monitored while raising the power to the test section 
so that the peak heat flux could be determined. In addition, 
the experimental fluid conditions were continuously 
monitored and recorded after each change in test-section 
power. 

After the CHF condition was observed, the power to the test 
section was quickly reduced and the current at the CHF condi­
tion, test-section pressure, atmospheric pressure, and the 
refrigerant flow rate were manually entered into the automatic 
data acquisition system. 

After the CHF data were taken, a new flow condition was 
set and another set of data was recorded in the same manner as 
described above. It should be noted that when changing 
geometries the test section was inspected for both generalized 
and localized deposit buildup resulting from decomposition of 
the R-l 13. A localized deposit would indicate a preferential in­
dication of the CHF condition. No deposits were observed. 

The nominal ranges of experimental conditions covered in 
this experiment were: 

Pressure 207 and 414 kPa 
Quality 0 to + 30 percent 
Subcooling 0 to 14 K 
Average fluid approach velocity 0.070 to 0.298 m/s 
(assuming total flow is liquid) 
Critical heat fluxes 200,000 to 360,000 W/m2 
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Uncertainties in the measured data were estimated through a 
propagation-of-error analysis and are suggested to be: P, ± 
0.7 kPa; u, ± 2 percent; q, ± 2 percent. Details of the ex­
perimental apparatus, experimental procedure, and tabulated 
data can be found in [18]. 

Experimental Results and Discussion 

Both subcooled and two-phase forced convection CHF data 
were taken at the two pressures. However, because of equip­
ment limitations, data taken at the higher pressure covered a 
smaller range of liquid velocities and qualities compared to 
those at the lower pressure. At the lower pressure, the fluid 
velocities in the flow channel were 0.070, 0.097, 0.198, and 
0.298 m/s, while only the first two velocities were used at the 
higher pressure. In the subcooled and saturated liquid flow, 
the channel flow regime was turbulent with a minimum 
Reynolds number of about 9000 and increasing to about 
45,000 at the higher velocities and fluid temperatures. Note 
also that a negative quality is used to represent the subcooling 
and is defined by x = {h — hsl)/hfg. A quality of - 10 percent 
represents a subcooling of about 12.1 K and 13.8 K for 
pressures of 414 kPa and 207 kPa, respectively. 

All of the experimental data obtained in this study (Figs. 3 
and 4) indicate that the CHF decreases linearly with increasing 
quality in both the subcooled and low quality (up to ~ 10 per­
cent) regions at fixed pressures and fluid velocities. In this 
respect, these data are consistent with vertical in-tube flow 
CHF data (see, for example, Collier [19]) which generally 
show a linear decrease in the CHF as the test-section exit qual­
ity increases from the subcooled to the low-quality regions. 
The linear decrease in the CHF with decreasing subcooling for 
a crossflow has also been observed by Vliet and Leppert [9]. 
From visual observations on their experiment for water at one 
atmosphere, they concluded that the CHF mechanism for sub­
cooled flows up to about 17 K subcooling is similar to that for 

saturated flows. From the present data (Figs. 3 and 4) it can 
be seen that the CHF-quality curve is linear from the sub­
cooled region up to about 10 percent quality. Thus, it appears 
that the CHF mechanism for low quality flows (x < ~ 10 per­
cent) is also similar to that for saturated flows. 

However, as shown in Fig. 3, for some conditions above a 
quality of about 10 percent, the CHF-quality curve levels off 
and them remains nearly constant. (Equipment limitations 
prevented determination of the high quality CHF-x curve for 
higher pressures and flow rates shown on Fig. 4.) An explana­
tion for this behavior possibly could be obtained by an ex­
amination of the two-phase flow regimes in the flow channel. 
Although the actual flow field was not observed, the flow 
regimes might be determined by using the flow regime maps of 
Hosier [20]. In that study, Hosier observed the flow regimes in 
a rectangular channel using water over a wide range of 
pressures and mass velocities and constructed flow regime 
maps at several pressures. The ratio of liquid density to vapor 
density was used to scale the present R-113 data to the water 
data. According to these flow regime maps, the present two-
phase flows tested generally would fall into three different 
regimes: bubbly, slug, and annular flow. Except at very low 
qualities the experimental data taken up to approximately 10 
percent quality would fall into the slug flow pattern. The ex­
perimental data points taken at higher qualities (x > ~ 10 
percent) where the CHF curve is approximately horizontal 
would be in the annular flow regime. Thus, while it appears 
that the transition from slug to annular flow might be respon­
sible for the transition in the present CHF-quality curve (Fig. 
3), it does not seem reasonable since the test section would be 
bathed in a vapor-droplet flow and there could not be any nor­
mal CHF. It is apparent that visual observations must be made 
in the higher quality region (x > ~ 10 percent) before any 
speculation can be made as to the CHF mechanism in this 
region. 

The effects of the fluid velocity in the flow channel and the 
test-section pressure on the CHF are also shown in Figs. 3 and 
4. The CHF increases both with increasing fluid velocity and 
pressure. On Fig. 3, it is shown that increasing velocity in­
creases the CHF; the velocity levels in Fig. 4 are too close to 
show any significant increase in CHF with velocity. Compar­
ing data at the same velocities and qualities from Fig. 3 at 207 
kPa and from Fig. 4 at 414 kPa, it is evident that the CHF in­
creases with pressure. Both of these trends are consistent with 
previous saturated liquid CHF data. 

In order to confirm the validity of the experimental data 
taken in this study, the saturated liquid CHF data were tested 
against two existing correlations developed to predict the CHF 
of saturated liquids in crossflow. However, before these cor­
relations could be used to predict the present experimental 
data, the mean liquid velocities in the flow channel were cor­
rected (according to a procedure by Vliet and Leppert [8]) 
since the average liquid velocity near a cylindrical heater in a 
finite channel is greater than the mean velocity of the oncom­
ing liquid. The presence of the test section in the middle of the 
flow channel requires the liquid to accelerate because of the 
decrease in flow area. Thus, the mean liquid velocity has to be 
multiplied by a blockage correction factor, defined in [8] as 
1/(1 - -wd/Aw), in order to give the average velocity of the liq­
uid around the test section. The corrected velocity was used in 
all calculations. The velocities given for the Vliet and Leppert 
[9] data (used below) are the corrected values of velocity since 
they reported only corrected velocities; the Min [21] data did 
not require correction. The velocities reported for the present 
investigation are the uncorrected average approach velocities. 
(These were corrected, as stated above, for all calculations.) 

The low and high-velocity correlations of both Katto and 
Haramura [16] and Lienhard et al. [12, 14] were used to 
predict the experimental saturated liquid CHF data of this 
study and those from [9, 21]. Only low-velocity data were used 
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from these two studies so that the velocity levels of all the data 
were comparable. For the transitions between the two equa­
tions given in [12, 14], a transition criterion equation was 
given. For the transition for the correlations in [16] no correla­
tion was given. However, from examination of the present 
R-113 data and the curves in [16], it appeared that the transi­
tion between the two models in [16] occurs between the 0.198 
and 0.298 m / s velocities. Therefore, those data below 0.298 
m/s were predicted with the low-velocity model and those 
above with the high-velocity model. The six saturated liquid 
CHF data (the 0.298 m / s data at 207 kPa were extrapolated to 
the saturation condition) were predicted with the Katto equa­
tions with an average deviation of - 6.8 percent and a max­
imum deviation of - 8 . 9 percent, but the Lienhard correla­
tions gave an average absolute deviation of 48 percent. The 
low-velocity equation overpredicted the data and the high-
velocity equation underpredicted the data. 

There are several possible reasons why the correlations in 
[16] fit the present data better than those in [12]; in particular, 
the present data were obtained with a much larger diameter, at 
higher pressures, and at the low end of the velocity range con­
sidered in [12]. Thus, the present data appear to be beyond the 
range of applicability of the expressions given by Lienhard 
and Eichhorn. Another possibility is that the hydrodynamic 
instability model developed in [12] was for a specific flow field 
that was different from that in the present experiment. That is 
they considered the hydrodynamic instability between an in­
finite liquid flow and the vapor wake from a heated tube. The 
present experimental setup causes an acceleration of the flow 
due to channel blockage. Because of this, the model developed 
by Lienhard and Eichhorn [12] may not apply. However, the 
hydrodynamic instability model used by Katto and Haramura 
[16] is not tied to a specific flow field nor to the gross interac­
tions between the liquid velocity and vapor wake. Instead, it 
considers the hydrodynamic instability between the liquid film 
on the heated surface and vapor columns or stems passing 
through the liquid film. Therefore, for cases where the flow 
field approximates an infinite flow field both sets of correla­
tions should predict the C H F equally well; for cases where the 
flow field does not approximate an infinite flow field then the 
Katto and Haramura [16] correlations probably will give bet­
ter predictions. Consequently, because of the better predic­
tions of this data (and the data in [9, 21]) by the Katto and 
Haramura [16] correlations, the Lienhard and Eichhorn [12] 
correlations were not used in evaluating either the saturated or 
nonsaturated liquid C H F data. Katto 's [16] correlations are 
given below: 

Low- Velocity Model 
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Comparable predictions using the Katto correlations were ob­
tained for the Vliet and Leppert [9] saturated liquid data using 
approximately the same transition velocity. However, with 
Min's [21] water data, much better predictions were obtained 
only using the Katto low-velocity model even for the data at a 
velocity of 0.38 m/s. Min's data were taken with much smaller 
diameter test sections than used in the present study or in [9], 
The smaller diameter probably affects the transition between 
the two CHF regimes. Overall, the 14 saturated liquid data 
points from the three studies were predicted with an average 
absolute deviation of 10.9 percent. (Note that no data from 
studies dealing strictly with the saturated liquid CHF were in­
cluded in the data analysis; it was felt that the saturated liquid 
CHF condition was adequately addressed with the Katto cor­
relation, the present data, and the data from [9] and [21].) 
Since the saturated liquid CHF data were predicted well, the 
nonsaturated liquid CHF data now can be examined. 

As can be seen from the subcooled and quality region data, 
there is a linear relationship between the CHF and quality 
when other conditions are held constant. The subcooled water 
data from [9] and [21] show the same behavior but the CHF 
level is significantly different. Because of the linear relation­
ship it appears that the mechanism for all subcooled and low-
quality CHF condition probably is the same (or slightly 
modified) as that of the saturated liquid condition. Therefore, 
to scale the different fluids and to help develop a correlation 
to describe the nonsaturated liquid CHF condition, all of the 
CHF data were nondimensionalized by dividing the data with 
the saturated liquid CHF as predicted with either equations (1) 
or (2). These dimensionless CHF data are plotted versus test-
section quality in Figs. 5 and 6. 

Three points should be noted in examining these figures. 
First, the effect of velocity in the subcooled and quality 
regions is not completely modeled by the saturated liquid CHF 
correlation. As shown on Figs. 5 and 6, the CHF ratio general­
ly decreases with decreasing velocity at a given pressure and 
quality. Second, in comparing these three sets of data, note 
that on a CHF ratio-quality plot the Vliet and Leppert [9] and 
Min [21] data have a much steeper slope (an order of 
magnitude larger) than the data from this study, but the Vliet 
and Leppert [9] data and Min's [21] data have slopes which are 
comparable. Considering that the data from those two studies 
were obtained for different sizes of test sections (0.51 to 3.18 
mm) while the fluid (water at one atmosphere) used in those 
experiments was the same and the fluid velocites over the test 
sections were comparable, it may be concluded that the effect 
of the test-section diameter is not stong enough to cause a ma­
jor shift of the slope of the data, but that the diameter effect is 
accounted for in the saturated liquid correlation. Third, in 
comparing the experimental results of this study with those of 
Vliet and Leppert [9] and Min [21], the liquid velocities are 
comparable. However, the flowing fluid and the size of the 
test section used in this study differ from those of the other 
two studies. Since it was concluded above that the effects of 
the test-section diameter are accounted for in the saturated liq­
uid correlation, then it is a reasonable conclusion that the dif­
ference in fluid properties of water and the refrigerant is 
mainly responsible for shifting of the slope of the CHF ratio-
quality curve. 

In order to single out the important parameters affecting the 
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nonsaturated liquid CHF, a heuristic dimensional analysis was 
performed and five dimensionless groups were obtained. Since 
liquid velocity has been shown to be an important parameter, 
the dimensionless velocity of the bulk fluid u' proposed by 
Katto and Haramura [16] was taken as a dimensionless term. 
(For the two-phase region, the velocity used in u' was defined 
as if the total fluid flow was liquid.) The density ratio pt/pv is 
a commonly used scaling parameter and was used here. Qual­
ity and the CHF ratio were used as two other dimensionless 
terms since they were already dimensionless. According to 
Lienhard's [12] CHF model, surface tension is an important 
parameter governing the CHF behavior. Thus, a Weber 
number u2p,d/a was formed using the test-section tube 
diameter, the fluid density, and the surface tension. Thus, the 
final dimensionless relationship can be expressed as 

u2Pid\ Qc 

1c0,k 
=/l , x, u', (3) 

The form of the above relation may be simplified under two 
reasonable assumptions: (1) By examination of Figs. 5 and 6, 
the relationship of the CHF ratio and quality is known to be a 
linear one; (2) the CHF ratio must be unity at the saturated liq­
uid (x = 0.0) condition. These assumptions result in a relation 
of the form 

Qc 
-=!+*(- Pi 

Pv 

u2ptd\ 
(4) 

QcO.k 

A nonlinear regression computer program was used to 
determine the form of the above functional relation. 
Numerous functional relationships using the four independent 
variables were tried. Only the data in the linearly decreasing 
portion of the CHF-quality curve were used. These data in­
cluded the 41 data points from this experiment together with 
42 subcooled data points from Vliet and Leppert [9] and Min 
[21]. From this analysis, it was found that a power function 
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relation best approximated the data. Thus, the equation has 
the form of 

1c0,k 

U2Pid\ c4 

•^W »•?€¥) (5) 

By examining the resulting equations and by successively 
removing each of the dimensionless terms and refitting the 
resulting equation to the data, it was determined that the term 
u2p,d/a had a negligible effect on the CHF ratio. Therefore, 
this dimensionless group was not used in developing the final 
correlation 

— ^ - = 1 - 0 . 0 2 5 
Qca,k v Pv Of)' («')" (6) 

The correlation predicted the data from the three studies well. 
The average ratio of the predicted CHF ratio to the ex­
perimental CHF ratio was 0.952 and the average deviation be­
tween the predicted and experimental CHF ratios was 8.8 per­
cent. The data from this study had an average deviation of 5.9 
percent; from [9] it was 6.6 percent; and from [21] it was 13.8 
percent. The correlation and the data are shown in Fig. 7. 

Many of the data examined in the present study were in the 
subcooled region, and, as mentioned previously, because of 
the linear relationship between CHF and quality in the sub­
cooled and low-quality regions the CHF mechanisms are prob­
ably very similar. Hence, the present correlation (equation 6) 
could be considered more a subcooled correlation that can be 
extrapolated into the low-quality region rather than a two-
phase region correlation. 

The CHF predicted by this correlation could be assumed to 
be an upper limit of the CHF condition for a tube bundle. 
However, for several reasons it might also be suitable to 
predict the actual CHF condition in some tube bundles. In the 
paper by Lienhard et al. [15], an unheated cylinder upstream 
of the heated cylinder caused a dramatic decrease (up to 90 
percent) in the CHF if the velocity was high and the spacing 
between the cylinders was small. At low saturated liquid 
velocities (< ~ 0.3 m/s) little degradation in the CHF was 
evident for any of the tube spacings. Cornwell et al. [1] studied 
a small slice of a kettle reboiler at a small tube spacing and 
found that liquid velocities just outside of the bundle ranged 
from 0.1 to 0.4 m/s depending on the location and heat flux. 
The CHF condition did not occur on any of the tubes, even 
though at the top of the bundle there was a high voidage 
region (quality approaching 3-5 percent) and the heat flux ap­
proached the CHF of a single tube under pool boiling condi­
tions [22]. If the velocities measured in that study are com­
parable to those commonly experienced in actual operating 
units, then the influence of surrounding tubes might be small, 
thus permitting the prediction of the CHF condition on each 
tube with the proposed correlation. The main question, 
though, is whether or not the two-phase CHF mechanism on a 
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tube in a tube bundle at low velocity is similar to that ex­
perienced in [15] for a tube with an unheated tube upstream. 
This needs to be determined before any quantitative conclu­
sions can be made. 

Conclusions 
An experimental study has been conducted to investigate the 

CHF condition in two-phase crossflow over a single horizontal 
cylinder. The following conclusions can be drawn from this 
study: 

1. In the range of fluid conditions tested the CHF linearly 
decreases as the quality increases in the subcooled and low-
quality two-phase regions. Above a quality of approximately 
10 percent in the two-phase regions, the CHF remained con­
stant due to a transition in the two-phase flow pattern. 

2. In the range of fluid conditions tested the CHF in the 
subcooled and two-phase boiling increases directly with an in­
crease in fluid velocity and pressure. 

3. A correlation has been developed which predicted well 
the CHF on a single horizontal cylinder in crossflow boiling in 
the subcooled and low-quality regions for the range of condi­
tions examined in this study. The correlation should be tested 
against other data when they become available so that the 
range of applicability can be determined. 
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Reflooding With Steady and 
Oscillatory Coolant Injection: 
Part 2—Quench Front and Liquid 
Carryover Behavior 
The reflooding of a tubular test section under oscillatory inlet flow conditions has 
been investigated experimentally for initial wall temperatures from 316° C to 760°C, 
oscillation periods from 2 to 6 s, and test section liquid level amplitudes up to 0.76 
m. Compared to constant-injection reflooding, the oscillations always increase the 
liquid carryover rate in the early stages of reflooding. As reflooding progresses, the 
enhancement diminishes and becomes negative. The crossover point roughly coin­
cides with saturation of the liquid at the quench front. The higher initial liquid 
carryover increases downstream heat transfer and speeds up quench front propaga­
tion, but it also reduces the test section mass accumulation rate, and for this reason 
delays quench front propagation at later stages. These effects are accentuated at 
higher oscillation amplitude and frequency. Large oscillations change the reflooding 
behavior substantially. Quantitative comparisons of quench front velocities and 
heat transfer immediately downstream of the quench front, obtained through the 
use of empirical local-condition correlations representing the steady-reflooding rate 
data, are presented. 

Introduction 

The importance of the reflooding phase of the postulated 
Loss-of-Coolant Accident (LOCA) in Pressurized Water 
Reactors (PWR) was outlined in Part 1 of this paper, in which 
the general features of the experimental and analytical efforts 
undertaken at the University of California—Berkeley to better 
understand and model the complex reflooding phenomena 
were presented. 

Following a series of experiments conducted at steady 
forced-injection reflooding rates [1-3], the forced-oscillation 
experiments presented in Parts 1 and 2 of this paper were 
planned and conducted [4, 5]. The flow was oscillated using a 
piston-cylinder assembly driven by a variable-speed motor. 
The amplitude of the flow oscillation was varied by adjusting 
mechanically the linkage between the motor and the oscillating 
piston. 

Realizing the importance of liquid carryover for the correct 
understanding and analytical description of both fluid flow 
and heat transfer mechanisms during reflooding, special care 
was taken in designing a liquid separator, installed at the exit 
of the test section, making separation of the superheated 
vapor from the liquid droplets possible with a minimum of 
phase change [6]. 

The main results regarding flow regimes, the void fraction, 
and heat transfer were reported in Part 1. We will concentrate 
in this second part on the progression of the quench front, on 
liquid carryover, and on heat transfer immediately 
downstream of the quench front. Additional information on 
these topics can be found in [4]. 

The main emphasis of the experimental program was on 
providing direct quantitative comparisons of fluid flow and 
heat transfer with and without oscillations of the inlet flow 
rate. For this purpose some of the earlier steady-reflooding 
runs were repeated to verify the reproducibility of the data. 

Due to the practical impossibility of obtaining detailed and 
accurate time-dependent heat transfer and liquid carryover 
measurements during oscillatory reflooding, the instrumenta-
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tion and the data reduction techniques were oriented toward 
the obtainment of time-averaged values. 

Since two new dimensions were added to the test matrix, 
namely the amplitude and the period of the oscillations, the 
variation of the inlet and boundary conditions had to be 
restricted. Thus all tests reported in this part of the work were 
conducted with a unique inlet velocity and subcooling. This 
data base is, however, complemented by the second set of ex­
periments presented in Part 1 and in [3, 5]. 

Experimental Setup, Test Plan, and Data Reduction 

The general features of the experimental rig were presented 
in Part 1. Therefore, only the features of the equipment used 
to separate and meter the exit liquid flow rate will be discussed 
here. 

Exit Mixture Separator. Separate (liquid and vapor) 
carryover measurements at the channel exit are made difficult 
by the fact that the phases are generally not in thermodynamic 
equilibrium at that location. The method for carryover 
measurements used consisted in separating, collecting, and 
measuring the liquid carryover rate and in the direct measure­
ment of the exit steam flow rate. 

The separator was designed for separating the exit mixture 
as rapidly as possible, in order to avoid phase changes during 
separation. It was made up of a 20-cm-dia chamber placed 
directly at the exit of the channel. The exiting two-phase mix­
ture impinges upon a cone pointing downward. The liquid hits 
the cone and falls to the bottom of the chamber, which has the 
form of a funnel, from where it is directed to the liquid meter­
ing system. The steam exits from the top of the chamber. Since 
the evaporation rate is highest when the liquid is finely di­
vided, creation of a liquid film on the cone should reduce the 
available interfacial surface, and consequently the evapora­
tion of the liquid. 

The separator design was optimized and its separating per­
formance tested by a series of preliminary experiments con­
ducted with various separator cone and base designs [6]. Phase 
changes were minimized by maintaining the separator walls 
near saturation temperature: An optimal method was devised 
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by tape-heating to temperatures somewhat above saturation 
(105 °C) the upper portion of the separator wall where droplets 
do not impinge. The lower surface where droplets come into 
contact was heated by blowing hot air into an annular space 
surrounding the separator chamber. 

The actual separator was tested by injecting into it a mixture 
of superheated steam and droplets. The droplets had 
diameters in the vicinity of 100 micrometers, while 120-205°C 
(250-400°F) steam entered the chamber with a velocity of 40 to 
120 m/s. Under these conditions the phase changes (generally 
condensation) amounted to 2-3 percent of the total flow rate 
at most. 

Liquid Collection and Measurement. The liquid collector 
was a 47.6-mm i.d., 533-mm-long cylinder connected to the 
separator by a short tube. The height of the water column col­
lected could be continuously measured by a 0.17 bar (2.5 psid) 
differential pressure transducer. The connecting tube was 
heated and insulated and the chamber was immersed in a boil­
ing water bath to prevent it from becoming a heat sink. The 
collector could be drained during a run if its capacity was ex­
ceeded. Tests have shown that the delay between the moment 
that liquid carryover enters the separator and the time it is 
recorded amounted to only a few seconds [6], and was gener­
ally neglected. 

Differentiation, after smoothing, of the differential 
pressure (water level) trace gives the instantaneous water col­
lection rate. 

Test Matrix. A total of 75 runs were completed for dif­
ferent initial and boundary conditions, namely: 

Exit pressure 
Initial wall temperature 
Corresponding linear heat 

generation rate 
Average inlet injection velocity 
Inlet water temperature 
Oscillation amplitude (half wave) 

Oscillation period 

Nearly atmospheric 
316, 538, and 760°C 

0.42, 1.3 and 2.7 kW/m 
7.6 cm/s 
23 °C 
0.15, 0.30, 0.45, 0.61, and 

0.76 m 
2, 4, and 6 s 

As noted in the introduction, the main goal of the ex­
perimental program was to study the effect of the amplitude 
and period of the oscillations. Thus all the oscillatory ex­
periments presented here were conducted with the same 
average reflooding velocity and inlet temperature. The effect 
of the initial wall temperature was, however, studied 
systematically. For comparison, constant injection reflooding 
tests without oscillations were also conducted for each value 
of the initial wall temperature. Detailed information on the ex­
periments and their analysis is presented by Oh [4]. 

Comparison With Similar Experimental Work. Ex­
periments with forced oscillatory reflooding were also con­
ducted at the Argonne National Laboratory (ANL) [7] and in 
France [8]. The amplitudes of imposed oscillations in these ex­
periments were, however, significantly smaller than in the 
U C - Berkeley tests; thus the experimental findings from these 
experiments are less pronounced. The Berkeley amplitudes 
cover, however, the range observed during gravity-reflood 
tests in large installations. 
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Fig. 1 Thermocouple at 1.4 m elevation; oscillation amplitude: 0.82 m; 
period: 4 s 

Indeed, the ANL tests covered a range of periods extending 
from 0.3 to 5 s, but the amplitude of the peak-to-peak water 
level oscillation in the test section was at most in the range of 
20 cm, while tests with peak-to-peak amplitudes as high as 150 
cm were conducted at Berkeley. The largest differences in 
quench time observed in the ANL tests did not exceed 25 
percent. 

Insignificant differences in behavior are reported in [8]. 

a 
B 

c 
h 

= coefficient in equation (1) 
= coefficient in equation (2) 
= heat capacity of the wall per 

unit length, J/m°C 
= heat transfer coefficient 

(based on saturation 
temperature) 

hLa 
K 
T 

T 
A aq 

Tbq 

uq 

= latent heat 
= coefficient in equation (1) 
= temperature 
= wall temperature after 

quench 
= wall temperature before 

quench 
= velocity of quench front 

v„, 
vy m 
X + 

Xeq 

Az, 

= average inlet (reflooding) 
velocity 

= average inlet flow rate 
= equilibrium quality calculated 

just above the quench front 
= equilibrium quality calculated 

just below the quench front 
= distance from quench front 
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Again, the peak-to-peak amplitudes in the French tests were 
only in the range of 10 to 50 cm. 

Data Reduction. As mentioned in Part 1, the wall 
temperatures were measured with 0.25 mm thermocouples 
spot welded on the outside surface of the test section, and the 
heat flux to the fluid was obtained using a simple heat balance 
involving the rate of change of the wall temperature. 

Under oscillatory reflooding conditions, the wall 
temperatures oscillate with the imposed period. The limita­
tions regarding the scanning rate and the time response of the 
wall thermocouples make the calculation of the instantaneous 
value of the heat flux problematic; thus it was decided to local­
ly smooth the temperature traces and use the smoothed 
records for calculating the heat flux. Since the wall 
temperatures always oscillated with the imposed period, which 
was an exact multiple of the scanning time (Is), the smoothing 
method [4], illustrated in Fig. 1 for an oscillation period of 4 s, 
was devised and used: The method consisted in fitting, over a 
given time interval, cubic spline functions to the data sets ob­
tained by sampling the signal at intervals equal to the period, 
shifted by one second every time. The sampled data sets were 
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Fig. 2 Effect of oscillation amplitude on quench front propagation; 
538 °C initiai-wall-temperature run, 4-s oscillation period 

generally much smoother than the original complete data sets. 
The average spline fit obtained by averaging the coefficients of 
the spline fits constituted the smoothed temperature record. 

Reflooding Under Oscillatory Inlet Conditions 

When flow oscillations are superimposed on the injection 
rate, the liquid carryover, heat transfer downstream of the 
quench front, and the velocity of the quench front are initially 
increased. However, as reflooding progresses, the oscillations 
reduce the quench front velocities to values well below those 
obtained from constant-injection reflooding tests. The in­
crease and subsequent decrease in quench front velocity 
become more pronounced as the oscillation amplitude and fre­
quency increase. The reasons for this behavior will be 
explained below in terms of the combined effects of the 
oscillations and of the liquid inventory in the test section. 

Quench Front Behavior 

Effects of Initial Wall Temperature and Power Level. The 
oscillations shorten the quench time for all 316°C initial-wall-
tenjperature runs. However, as the quench front progresses 
upward to a higher elevation, the difference in quench time 
gets smaller. No figures are shown to demonstrate this, 
because the effect becomes clearer at higher initial wall 
temperatures. For the 538°C initial-wall-temperature runs, the 
oscillations enhance the quench front progression initially, as 
shown in Fig. 2. But the difference gets smaller and a 
crossover occurs about the time the midplane quenches. After 
the crossover, the oscillations delay quench front propagation. 

For 760°C initial-wall-temperature runs, the delay in 
quenching becomes progressively more important as the 
quench front advances. The quench times at the 2.5-m eleva­
tion between the constant injection runs and the oscillatory 
runs differ by 100 to 400 s. This is clearly shown in Fig. 3. 

Effect of Oscillation Amplitude and Period. For the low 
initial-wall-temperature (316°C) runs and the early stages of 
the 538°C runs, higher-amplitude oscillations reduce the 
quench time. At the later stages of the 538 °C runs, and during 
all stages of the 760°C runs, the quench time becomes longer 
as the amplitude increases. Similar, but not as pronounced, 
parametric trends are reported by Cha et al. [7]. 

As shown in Fig. 4, the effect of shorter periods is similar to 
that of larger oscillation amplitudes. 
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For the 760°C initial-wall-temperature runs, the combined 
effects of period and amplitude are notable. For the 6-s-period 
runs the quench time is significantly longer for amplitudes 
0.61 m and larger, while amplitudes 0.45 m and smaller pro­
duce only small effects. For the 4-s-period runs, amplitudes 
0.45 m and larger delay quenching of the higher elevations, 
while for the 2-s-period runs, amplitudes 0.15 m and larger in­
crease the quench time. Thus we find a synergistic effect of 
oscillation amplitude and frequency in delaying the quenching 
of the higher elevations for the high initial-wall-temperature 
runs. This effect can probably be correlated in terms of the 
module of the oscillation velocity, which is related to the prod­
uct of frequency times amplitude. 

Comparisons on a Local-Condition Basis. Since condi­
tions anywhere in the channel depend on the entire history of 
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Fig. 6 Variation of the wet-side heat transfer coefficient used in the 
axial conduction calculation under saturated flow conditions at the 
quench front; 760°C initial-wall-temperature runs, 4-s oscillation period 
the reflood transient, comparisons based on the initial and 
boundary conditions have their limitations. On the other 
hand, it is very difficult to compare a large number of quench 
front velocities with and without oscillations on the basis of 
local flow and wall conditions at the location of the quench 
front, since it is difficult to find identical experimental points, 
i.e., points for which all the relevant variables have identical 
average values. Thus a comparison of the oscillatory data with 
a correlation reproducing well the steady reflooding data 
becomes necessary. The correlation obtained by Yu [2] using 
the first series of steady-reflooding-rate UC-Berkeley ex­
periments was used to this effect, essentially as an interpola­
tion tool. 

Quench front propagation data have been successfully cor­
related by many investigators assuming that axial conduction 
with or without precursory cooling of the surface is the con­
trolling mechanism [9]. Yu [2], following the example of Yu et 
al. [10], utilized a two-dimensional axial conduction model 
assuming that the heat transfer coefficient is zero above the 
quench front and high below the quench front (in the wetted 
region). The method consists of processing the quench front 
velocity data to obtain this wet-side heat transfer coefficient, 
which is then correlated in terms of the local flow conditions. 
Yu [2] used the equilibrium quality (or subcooling) immedi­
ately upstream of the quench front and the reflooding velocity 
as correlating parameters. 

The following discussion of the quench front velocity 
behavior under oscillatory conditions is in terms of the value 
of this wet-side heat transfer coefficient, which is essentially a 
measure of the quench front velocity and increases as this 
velocity increases. Note that the effect of wall temperature 
before the quench front is taken into consideration in the axial 
conduction calculation, and does not appear in the wet-side 
heat transfer coefficient correlation. 

As discussed by Oh [4], there exists some ambiguity in deter­
mining the average equilibrium quality at the quench front, 
mainly because of an uncertainty regarding the average 
channel-inlet temperature during oscillatory reflooding; the 
latter is affected by the energy stored in the helicoidal inlet 
piping of the test section which receives the reverse flow dur­
ing the downstroke. This will not be further discussed here, ex-
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cept to point out that there is an uncertainty regarding the ef­
fect of the flow oscillations on the wet-side heat transfer 
coefficient. 

Figure 5 presents data from 538°C initial-wall-temperature 
runs, which tend to produce quenching under subcooled-flow 
conditions at the quench front. The figure shows that the 
oscillations substantially increase the wet-side heat transfer 
coefficient. The effect is more pronounced as the oscillation 
amplitude and frequency increase. Note, however, that the 
values of the heat transfer coefficient approach the Yu cor­
relation line for equilibrium qualities near zero. 

Figure 6, in which data from 760°C runs are plotted, shows 
that for quench front equilibrium qualities between 0.05 and 
0.15, increases in oscillation amplitude (and, as revealed by 
the experiments, also in oscillation period) decrease the wet-
side heat transfer coefficient well below the Yu correlation 
line, i.e., well below the steady-reflooding values. However, 
for negative or saturation equilibrium quality below the 
quench front, the values of the wet-side heat transfer coeffi­
cient lie again well above the steady-reflooding correlation 
line. 

The lines obtained using the steady-reflooding data from 
the present series are also shown in Figs. 5 and 6. These do not 
coincide exactly with the Yu correlation line but are in 
reasonable agreement, given the overall scatter of the data and 
experimental uncertainties. 

In conclusion, it can be said that the behavior of the wet-
side heat transfer coefficient (and hence quench front velocity) 
depends on whether the equilibrium quality just below the 
quench front is positive or negative. Oscillations generally 
have a small effect when their amplitude is less then 0.3 m or if 
their period is 6 s or longer. Use of the Yu correlation [2], 
based on the previous steady-reflooding rate experiments, 
made a systematic evaluation of the effects of large-amplitude 
or high-frequency oscillations possible. 

Heat Transfer Immediately Downstream of the Quench 
Front 

The effect of the oscillations on heat transfer above the 
quench front was addressed in Part 1. Additional observations 

regarding heat transfer immediately downstream of the 
quench front are reported here. Heat transfer in this zone, i.e., 
in a length extending 10 to 30 cm downstream of the quench 
front, is important since it provides the precursory cooling 
that in turn controls the rate of quenching. The flow regime in 
this zone is either inverted-annular or dispersed-flow (or 
dispersed-droplet) film boiling (IAFB and DFFB, respec­
tively). IAFB can be associated with the presence of subcooled 
flow at the quench front, while DFFB occurs under saturated 
conditions at the quench front [11]. 

None of the presently available classical film boiling models 
or correlations can adequately represent heat transfer in this 
region, especially in relation to reproducing the strong ob­
served effects of mass flux and subcooling (or quality). 

Figure 7 shows the variation of the heat transfer coefficients 
at various axial locations for an oscillatory run and the cor­
responding steady-reflooding run. For the oscillatory run, we 
note that the wall at the lower 0.79 cm elevation experiences a 
very high heat transfer rate from the beginning. Indeed, with a 
0.61-m oscillation amplitude and a 4-s period, starting from 
the lowest point of the cycle, the liquid column has already 
reached the 0.61 and 1.22 m locations in 2 and 4 s, respective­
ly. Thus the IAFB heat transfer regime is reached rapidly at 
this location. 

The higher elevations also experienced enhanced heat 
transfer at the beginning of the test, as compared to the steady 
reflooding run. Indeed, the oscillations produced DFFB rather 
than simple heat transfer to superheated steam or enhanced 
the DFFB heat transfer. 

Following the DFFB regime, the heat transfer coefficient in­
creases to values between 0.1 and 0.2 kW/m2 . During the 
upstroke of the oscillations, in this case, a liquid column is 
present in the tube and the flow regime can be considered, in 
an average sense, as being analogous to IAFB during steady 
reflooding. 

The experimental data also revealed that after quenching 
there is little difference in heat transfer between oscillatory 
and steady reflooding runs. This is consistent with the fact 
that, in nucleate boiling, the heat transfer coefficient is insen­
sitive to velocity variations. In the forced-convection-to-liquid 
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regime that concludes the runs, the oscillations increase heat 
transfer again, as expected. The steady-reflooding-rate values 
were in agreement with the ones predicted by the 
Dittus-Boelter correlation. 

Comparisons on a Local-Condition Basis. The problem 
mentioned earlier in relation to comparison of quench front 
velocity under steady and oscillatory conditions also arises, 
when one tries to assess systematically the effects of the 
oscillations on heat transfer. Again, the only way to perform 
these comparisons systematically is through the use of an em­
pirical correlation reproducing the results of the steady-
reflooding tests. Such a correlation was proposed by Yu and 
Yadigaroglu [12], who correlated the heat transfer coefficients 
immediately downstream of the quench front by the 
expression 

h(z)=h0e-"Azc (1) 
where Azg =z — zQ is the distance measured from the quench 
front, and h0 and a are coefficients, related to local condi­
tions. The exponential variation of the heat transfer coeffi­
cient is suggested by the experimental observations. The 
spatial variation of the heat transfer coefficient was obtained 
by transforming the time variation at a fixed thermocouple 
location to a spatial variation at constant time using the local 
value of the quench front velocity. This is made possible by 
the fact that the phenomena downstream of the quench front 
remain approximately stationary in a frame of reference mov­
ing with the velocity of the quench front. Moreover, the 
quench front propagates rather steadily and, during the time 
required for the quench front to move over the length of in­
terest, the local conditions do not change appreciably. 

The coefficients of equation (1) were correlated as follows 
[12] 

K 

8.82 
= 0.0108 + 5 

'-+(Vin-Uq)° 
LAe<7 

0.25 

V„, J 
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Fig. 9(D) Coefficient a of Yu and Yadigaroglu [12] correlation 

Fig. 9 Effect of amplitude of oscillations on heat transfer immediately 
downstream of the quench front; high initial-wall-temperature (760°C) 
run 

B= -0.506 for \x, 
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r 0.251 
Y in 

0.25" 
>0 

where jce+ denotes the equilibrium quality calculated im­
mediately above the quench front, Vin the inlet velocity, and 
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Uq the quench front velocity. The velocities must be expressed 
in cm/s, while the value of h0 is returned in kW/m2°C. 

The exponent fl(inm"')is given by [12] 

a = 4.76 Kr°-277 - 0.0571 Vjn
06 x~ (3) 

where the velocity is again expressed in cm/s and x~q denotes 
the equilibrium quality immediately below the quench front. 
The quality increment at the quench front due to heat release 
from the wall between temperatures Tbq (before quench) and 
Tm (after quench) is given by 

Ax--
*—w\*bq *aq)Uq 

(4) 

where Cw is the heat capacity of the wall per unit length and 
w,„ the inlet flow rate. 

Figure 8 shows the values of the coefficient h0 obtained dur­
ing the steady-reflooding runs incorporated in the present 

0.08 
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Fig. 10 Effect of amplitude of oscillations on heat transfer immedi­
ately downstream of the quench front; medium initial-wall-temperature 
(538°C) run 

15.0 

series, compared to the Yu and Yadigarogiu correlation line 
Fairly good agreement is obtained. The exponent a correlation 
showed similar results but more scatter. This was the case 
however, with the original data also. 

Plots of the heat transfer coefficient versus distance from 
the quench front showed an exponential decay also for the 
oscillatory reflooding runs, with the exception of the 316°C 
initial-wall-temperature runs. Details on the 316°C runs, on 
the behavior of the heat transfer coefficients, and on ex­
perimental and data-reduction difficulties are given in [4], 
Only the salient features of the comparisons will be summa­
rized here and the parametric effects of oscillation amplitude 
and period and of the initial wall temperature will be 
presented. 

The data from the high (760 °C) initial wall temperature 
runs were gathered not too far from the Yu and Yadigarogiu 
h0 correlation line, especially at low frequency and amplitude. 
As the amplitude or the frequency increased, the values of h0 

became larger under subcooled flow conditions at the quench 
front and lower in the saturated flow range. These effects are 
evident in Fig. 9(a) showing the data of 760°C oscillatory runs 
with a 4-s period. The values of the exponent a plotted in Fig. 
9(b) show considerable scatter and are on the average 
somewhat lower than the correlation line. 

Similar trends are observed for the 538°C initial-wall-
temperature runs. The departures from the h0 correlation line 
were, however, more pronounced than for the 760°C runs as 
the amplitude or the frequency of the oscillations increased, as 
shown in Fig. 10. 

One conclusion from these comparisons is that the exponen­
tial decay of the heat transfer coefficient with distance from 
the quench front is, in most cases, evident, even in the 
presence of strong oscillations. The oscillations seem to in­
crease the value of the heat transfer coefficient under sub-
cooled conditions, while a reduction in the saturated range is 
observed. The rate of decay of the heat transfer coefficient 
with distance from the quench front (as measured by the value 
of the coefficient a) is on the average lower under oscillatory 
conditions. This can be explained by the smoothing action that 
the oscillating flow is exercising. The trends regarding the 
value of h0 can be qualitatively explained by the considera­
tions regarding flow regimes and liquid inventory of Part 1 
and of the following sections. 

Liquid Carryover 

Parametric Trends. Under oscillatory reflooding, the liq-

12.5 

~ 10.0 

o 

a 
O 

250 

Time <s) 
Fig. 11 Effect of the amplitude of the oscillations on liquid carryover 
rate; 538 °C initial-wall-temperature runs, 4-s period 
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Fig. 12 Effect of the amplitude of the oscillations when compared on 
the basis of quench front location; same data as for Fig. 11 
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Fig. 13 Effect of the amplitude of the oscillations on liquid carryover 
when compared on the basis of quench front location; 760°C initial-wall-
temperature runs, 4-s oscillation period 

uid carryover increases with the oscillation amplitude. For 
the 316°C initial-wall-temperature runs, no good carryover 
data could be obtained, due to the short run duration. 
However, it was clear that the carryover was larger than for 
the constant-injection runs. 

For the 538°C runs, the oscillations enhanced liquid carry­
over for about 100 s after test initiation. The oscillations had 
only a minor effect after this time. As shown in Fig. 11, the 
enhancement increased as the amplitude of the oscillations 
increased. 

For the 760"C initial-wall-temperature runs, similar 
enhancement was noticed to about 100 s from test initiation. 
Between 100 and 450 s, the difference in carryover rate be­
tween steady and oscillatory injection was negligible, although 
the constant-injection tests had a slightly higher carryover 
rate. After about 450 s, the liquid carryover rate decreased 
somewhat for all cases, but more slowly for the constant-
injection runs. The data are not reported here plotted versus 
time, since quench front position seems to be a better 

parameter for presenting the carryover data. This is shown in 
the next section. 

Comparison on Quench-Front-Position Basis. When the 
instantaneous values of the liquid carryover rate are plotted 
versus the location of the quench front, the oscillations appear 
to initially increase the carryover rate for the 538°C initial-
wall-temperature runs. The difference gets smaller as the 
quench front moves up the channel, as shown in Fig. 12. 

For the 760°C runs, oscillations also increase the carryover 
at the lowest elevations. However, after the midplane 
quenches, the difference diminishes and oscillations have only 
minor effects, as shown in Fig. 13. 

Examination of the data reveals that carryover increases 
when the flow at the quench front is subcooled. Under such 
conditions, the quench front velocities are also higher than for 
constant injection. These trends occur for three reasons: First, 
during the downstroke the liquid column detaches and is left 
in the form of large liquid chunks which can be relatively easi­
ly carried out of the test section. Second, under oscillatory 
flow conditions, there is better heat transfer to the liquid, 
causing higher vapor generation, which in turn results in 
higher droplet carryover. Third, during the upstroke, the 
vapor velocity is higher due to the piston action of the rising 
liquid front. 

Based on the test data, the ratio of the amount of liquid car­
ried out of the test section to the total mass of the liquid col­
umn above the quench front at its peak length was estimated 
to be about 15 to 20 percent [4]. About 5 to 7 percent of the 
detached liquid was estimated to be carried over, while the re­
maining liquid falls back [4]. 

When the liquid at the quench front reaches saturation, the 
flow pattern becomes annular with entrained droplets, as sug­
gested by the flow visualization experiments reported in Part 1 
and by other evidence [11], Under saturated conditions at the 
quench front, i.e., in the presence of DFFB, the flow oscilla­
tions were found to have only minor effects. 

These observations are further confirmed by the void frac­
tion measurements reported in Part 1: With subcooled liquid 
at the quench front, the void fraction oscillated between 
almost zero and one. With saturated flow at the quench front, 
the void fraction fluctuated only by a small amount around a 
value of roughly 0.8. No obvious correlation between this 

Journal of Heat Transfer MAY 1986, Vol. 108/455 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Quench Position (m) 

Fig. 14 Test section pressure drop plotted versus quench front 
position 

fluctuation and the inlet oscillations existed. One would not 
have expected the DFFB regime to be very sensitive to flow 
rate oscillations. 

Conclusions 

The reflooding of a vertical channel under oscillatory flow 
conditions has been investigated experimentally, and a con­
siderable amount of data [4, 5] has been collected under a 
variety of initial and boundary conditions. These data were 
compared with the data from constant-reflooding-rate runs 
mainly through the use of correlations derived from the latter 
which relate quench front velocity and heat transfer 
downstream of the quench front to local conditions in the 
channel. The comparisons show that the oscillations affect the 
progression of the quench front and heat transfer. The com­
plex oscillatory reflooding behavior can be explained 
qualitatively as a consequence of the effects of oscillations on 
liquid carryover. 

At the beginning of practically all tests, subcooled condi­
tions prevail at the quench front and liquid carryover is 
enhanced by the mechanisms described above. There is also a 
corresponding increase in heat transfer above the quench front 
due to the oscillatory flow conditions and the interactions of 
the increased liquid carryover with the hot wall. This effect 
seems to be responsible for the higher quench front velocities 
observed during the initial period of the 538°C initial-wall-
temperature runs, shown in Figs. 2 and 4. 

As reflooding progresses, the liquid at the quench front 
eventually reaches saturation, and this observed enhancement 
of heat transfer in the quench region and immediately 
downstream probably diminishes or vanishes completely. At 
this stage, the previous period of enhanced carryover has also 

depleted the test section from part of its liquid inventory (jn 

comparison to a steady-reflooding-rate run). The depletion of 
the mass inventory then becomes a dominant effect, slowing 
down the movement of the quench front. This trend is evident 
in the upper part of the test section during the runs plotted in 
Figs. 2 to 4. 

Indeed, our data show that about the same amount of liquid 
inventory needs to be accumulated in the test section for a 
given axial location to be quenched, regardless of whether 
oscillations are present or not. This is supported, as shown in 
Fig. 14, by the test section pressure drop measurements, which 
are a rough indication of the liquid inventory in the tube: 
When the quench front positions are plotted versus the 
pressure drop, data from several runs with varying oscillation 
amplitudes occupy a narrow band. 

Particular conclusions regarding quench front behavior and 
heat transfer immediately downstream of the quench front can 
be found at the end of the corresponding sections of this 
paper. 
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An Exact Solution for the Rate of Heat Transfer From a 
Rectangular Fin Governed by a Power Law-Type 
Temperature Dependence 

A.K.Sei^andS.Trinh2 

Nomenclature 
b = 
E = 
h = 
k = 
/ = 

m = 
N = 
<7 = 

Q = 

T = 
x = 
z = 

fin thickness 
emissivity 
heat transfer coefficient 
thermal conductivity 
fin length 
power law exponent 
fin parameter 
heat transfer rate through fin base 
kbdd/dz 
dimensionless heat transfer rate 
dT/dx(\) = ql/bk(6b-6a) 
dimensionless temperature 
dimensionless distance (from fin tip) 
distance from fin tip 
temperature at any point in the fin 
ambient temperature 
fin base temperature 
Stefan-Boltzmann constant 

Introduction 
Cooling of solid objects by the use of fins has been a 

common practice for many years. Finned surfaces are widely 
used, for instance, for cooling electric transformers, the 
cylinders of air-craft engines, and other heat transfer 
equipment. For the purely convective fin, the heat lost from 
its surface to the surrounding fluid is linearly proportional to 
the temperature difference. This leads to a linear differential 
equation for the temperature variation in the fin which has an 
exact analytical solution. An analytical expression for the rate 
of heat transfer can be easily derived for this linear problem. 
These results are well established and may be found in text­
books on heat transfer (see, for example, [1]). Recently new 
parametrizations for the rate of heat transfer in fins and 
spines have been given by Kraus and Snider [2-4] for the case 
of purely convective cooling. 

In certain applications, however, the heat loss may vary 
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with the local temperature in a nonlinear manner; in par­
ticular, the cooling process may be governed by a power 
law-type temperature dependence. Under these cir­
cumstances, the differential equation for temperature 
becomes strictly nonlinear. Consider, as a concrete example, a 
rectangular fin of length / and thickness b. The temperature 
distribution in the fin can be described by the following 
dimensionless equation 

(FT 

dx1 ' 
.ppTn=0 (1) 

(see [5] for details). The exponent m in equation (1) may take 
the values 1.25, 3, and 4, respectively [6], depending on 
whether the heat transfer process involves nucleate boiling, 
natural convection, or radiation into free space. (The case m 
= 1 corresponds to the "linear" cooling situation.) The 
dimensionless temperature T and the dimensionless parameter 
N are defined according to the mechanism of the surface heat 
transfer. For instance 

KP-=2hl2/bk, T=(d-6a)/(db-6a) (2) 

for the convecting fin (m = 1), whereas we may write 

N2=2aEdll2/bk, T=d/6b (3) 

for a fin radiating into free space at zero temperature. The fin 
length / has been used to scale distance. An appropriate set of 
boundary conditions for equation (1) is 

dT 

dx 
(0) = 0 (4a) 

7X1)= 1 (46) 
Condition (4a) follows from the assumption that the tip of the 
fin is insulated and the second condition (4b) requires that the 
base temperature be prescribed. To our knowledge, an exact 
analytical solution to the problem (l)-(4) as it applies to the 
heat transfer system is not available in the heat transfer 
literature. The purpose of this note is to present such a 
solution. 

Solution 
It is interesting to note that the problem given by equation 

(1) with appropriate boundary conditions arises in many other 
applications [7-10]. Mehta and Aris [7, 8] solved similar 
problems in their study of reactions in porous catalysts. The 
method of solution presented by these authors has been 
subsequently used by Kulkarni and Doraiswamy [9] and 
Kulkarni et al. [10] in the context of gas-liquid reactions. In a 
recent paper [5], Chang et al. derived an approximate solution 
of equation (1) subject to the boundary conditions (4), using 
the so-called optimal linearization approach [11]. Indeed, the 
exact analytical solution obtained by Mehta and Aris [7] can 
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Fig. 1 Variation of dimensionless tip temperature with N 

be used directly for the present heat transfer problem. 
Following [7], we can write the solution of equations (l)-(4), 
with an appropriate change of notation, as 

l , 2 \ i / 2 l-^L / 

TV V m + 1 / V 

1 m + 3 

,2'2{m+l)'2' 

where 

f=i-(r0/r)'"+1 

and the tip temperature T0 has the value given by 

T0 = T(p) = 

(m+\ \ K—) 

with 

^ F\2'2{m + \)'2 ) 

^=l-T0
m+1 

(5) 

(6) 

(7) 

(8) 

In these equations, F represents the hypergeometric function 
[12]. The solution (5) determines the variation of temperature 
in the fin with distance, in the form of a quadrature. The 
dimensionless heat transfer rate from the base of the fin can 
be easily found to be 

dT / 2 \ 1/2 

Q=-r-M=N\-^—r) d-Tom+iy/2 (9) 
dx \m+\J 

Discussion of Results 
The variation of the tip temperature T0 with the dimen­

sionless fin parameter TVis displayed in Fig. 1 for AW = 1, 1.25, 
3, and 4, in accordance with formula (7). The figure shows, as 
expected, that the dimensionless tip temperature decreases 
continuously as TV increases and approaches the ambient 
temperature of zero for sufficiently large TV. The asymptotic 
behavior of T0 for large TV can be readily seen from equation 
(7) as follows. For m>\, we find that TV— oo as T0 — 0, since 
then equation (7) can be approximated as 

/ 2 \ l /2 / l m + 3 3 \ 
(m-l)/2 (10) 

2(w+l ) 

Clearly T0 — 0 corresponds to TV— <x. In fact, we must have 

T0~CN~2/{-'"-^ (11) 

m= 1.25 

"o.oo 2.'oo 4:00 6,00 a:oo id. 00 iloo 
N 

Fig. 2 Variation of dimensionless base heat transfer rate with N 

for large TV, where the constant C which depends on m has the 
value 

V m + 1 / 

l / ( m - l ) 

with 

m — 1 

' < • 

3 \ _ V̂ r L 2{m + 1). 

2(/M + 1 ) ' 2 ' / T 

1 m + 3 

L/w + U 

(12) 

(13) 

the symbol T being used to represent the gamma function 
[12]. 

The quantity of most physical interest is the rate of heat 
transfer from the base of the fin. The dimensionless base heat 
flux, given by dT/dx(\) is plotted against TV in Fig. 2, for the 
same four values of m used in Fig. 1. It is interesting to note 
from this figure that for the values of m considered, the base 
heat flux varies almost linearly with TV for TV > 2. The 
dependence of Q on the dimensionless parameter TV for large 
values of TV can be easily established from the use of the 
results (7) and (9). For m>\, we find the following asymp­
totic relation 

/ 2 \W2 ( D 
Q~( TV I 
* V m + 1 / l 2 

2(m+l) D2 

— t 

4(ffl+l) 

Here 

f = ( - 2 - ) 
1/2 m + l 

N+-

(14) 

(15) 

(16) 

where A has the definition (13). It is now apparent from (14) 
that for large TV, the dimensionless heat flux Q is linearly 
proportional to TV, to a first approximation. As a con­
sequence, the physical (i.e., dimensional) heat transfer rate 
from the fin base which is given by 

q = kbd6/dz (17) 

would be almost linearly proportional to the parameter group 

2 / m 

and D is a constant depending on m 
2(m+l) 
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Fig. 3 Dimensionless temperature profiles for N = 1,3,5 and m = 1, 
1.25, 3, and 4. The following legends have been used: x for m = 1, • for 
m = 1.25, A form = 3, and o form = 4. For each m, the upper curve 
corresponds to N = 1, the middle curve to N = 3, and the lower curve to 
N = 5. 

b/2 > > V hb ) 

for a purely convective fin and the condition 

/ / 2k \ 1 / 2 

bh>>\\ 
(19) 

- oEbdl / 

for a radiating fin. 
When Nis small (N < < 1), it can be easily shown from (9) 

that 

Q~A^[l m ^ 1 A 

— A ^ + T T m(3m-l)N4 (20) 

This trend is also observed in Fig. 2. It is appropriate to point 
out that for the purely convective fin (m = 1), the dimen-
sionless heat flux Q can be obtained as a closed-form 
analytical expression, for all values ofN. We have 

Q=N tanh N (21) 

It follows from equation (21) that for N > > \,Q ~ Nsince 
tanh /V—1 as N-~<x>. For N small, an expansion of tanh N 
shows that (21) is identical to (20) with m = \. For com­
pleteness, the temperature profiles for selected values of N, 
namely N= 1, 3, 4, and m=\, 1.25, 3, and 4 are drawn in Fig. 
3, using equation (5). 
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Optimum Dimensions of Annular Fin Assemblies 

A. Buccini1 and H. M. Soliman1,2 

Nomenclature 

Bi 
H 

(kb/l)N(6b - 6a) when N is large. This means that for a 
given temperature difference between the fin base and the h, = 
surroundings, the heat transfer rate q will vary almost linearly 
as (2hkb)in in a convective fin {m = 1) and as (2aE63

bkb) 1/2 in h0 = 
a radiating fin (m = A), for sufficiently large N. Note that N 
> > 1 corresponds to the condition k — 

I / 2k \ 1/2 

(18) P 

P 

Q 

q 
R 

Ri 

r 
rf 

n 
r0 
T 

T, 
T0 

t 
V 

w 
z 
z 
t 

Biot number = 2h0r0/k 
ratio of heat transfer coefficients = 
h,/h0 

heat transfer coefficient at inner sur­
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midplanes of two adjacent fins 
dimensionless heat transfer per com­
putation module = q/[irkp(Tj — T0)] 
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dimensionless radial coordinate = 
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ratio of inner to outer radii of cylinder 
= r-/v 

1 l' ' O 

radial coordinate 
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inner radius of cylinder 
outer radius of cylinder 
temperature within cylinder wall and 
fins 
fluid temperature inside cylinder 
fluid temperature outside cylinder 
fin thickness ' 
dimensionless volume of a single fin 
= (r}-rl)t/rl 
dimensionless fin thickness = r0/t 
dimensionless axial coordinate = z/p 
axial coordinate 
enhancement factor due to fins de­
fined by equation (7a) 
d imens ion less t e m p e r a t u r e = 
{T-T0)/(T,-T0) 
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Fig. 3 Dimensionless temperature profiles for N = 1,3,5 and m = 1, 
1.25, 3, and 4. The following legends have been used: x for m = 1, • for 
m = 1.25, A form = 3, and o form = 4. For each m, the upper curve 
corresponds to N = 1, the middle curve to N = 3, and the lower curve to 
N = 5. 
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for a purely convective fin and the condition 

/ / 2k \ 1 / 2 
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for a radiating fin. 
When Nis small (N < < 1), it can be easily shown from (9) 

that 

Q~A^[l m ^ 1 A 

— A ^ + T T m(3m-l)N4 (20) 

This trend is also observed in Fig. 2. It is appropriate to point 
out that for the purely convective fin (m = 1), the dimen-
sionless heat flux Q can be obtained as a closed-form 
analytical expression, for all values ofN. We have 

Q=N tanh N (21) 

It follows from equation (21) that for N > > \,Q ~ Nsince 
tanh /V—1 as N-~<x>. For N small, an expansion of tanh N 
shows that (21) is identical to (20) with m = \. For com­
pleteness, the temperature profiles for selected values of N, 
namely N= 1, 3, 4, and m=\, 1.25, 3, and 4 are drawn in Fig. 
3, using equation (5). 
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Introduction 

Fins are known to be a very simple and effective means of 
enhancing the heat transfer between two fluid mediums 
separated by a wall [1]. A tremendous amount of literature has 
been compiled on different aspects of fin design; most of this 
literature is based on the assumption of one-dimensional heat 
flow. Since, in actual practice, fins are normally arranged in 
the form of arrays, a two-dimensional approach to the 
problem is necessary. The two-dimensional effects on the 
temperature distribution and heat flow rate were explored in 
some recent studies (e.g., [2-4]). 

One important aspect of fin design is that of optimum 
dimensions defined as those dimensions which give the 
greatest amount of heat transfer for a given volume of fin 
material. Brown [5] developed a solution for a single annular 
fin of uniform cross section assuming one-dimensional heat 
flow and insulated tip. Under these conditions, Brown found 
that for every combination of Biot number Bi and dimen-
sionless fin volume V there is an optimum value for the dimen-
sionless fin thickness W for which the heat transfer from the 
fin is a maximum. The object of this investigation is to extend 
the optimization process to the more practical geometry of a 
fin array (rather than a single fin), treating the problem more 
precisely as a two-dimensional problem and eliminating the 
assumption of insulated fin tips. 

Analysis 

The geometry under consideration (shown in Fig. 1 with the 
relevant dimensional and heat transfer parameters) is that of a 
cylinder with an array of circular fins of uniform cross section 
attached to the outside surface. Due to symmetry, the analysis 
can be limited to the computation module identified as the 
hatched area in Fig. 1. Using the dimensionless parameters 
defined in the Nomenclature, the applicable conduction equa­
tion and boundary conditions for two-dimensional heat 
transfer through the cylinder wall and fin can be written as 

dR \ dR ) 
i d2e 

~W dz2 -=o 

86 

~d~R~ 

de 

~8R~ 

86 

•HBi(0-l) a t / ? = £ , , 0 < Z < 1 
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(1) 
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(3) 

(4) 
d6 
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and/?,-<#< VTTTW, Z = 0 (5) 

After solving for the temperature distribution 6(R, Z), the 
total rate of heat transfer per computation module can be 
evaluated from 

Q = / / i ? , Bif [l-6(Ri, Z)]dZ (6) 

Equations (1) to (6) indicate that Q is a function of Rh H, V, 
W, P, and Bi. Consequently, if Wopt is the optimum fin 
thickness for which the heat transfer is maximum, then Wopt 

and the corresponding Qopt are both expected to be dependent 
on /?,-, V, P, Bi, and H. A numerical (finite difference) ap­
proach was used for solving equations (1) to (6) employing a 
mesh which insured better than 0.1 percent accuracy in the 
values of 6(R, Z) and Q. A computer program was developed 
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Fig. 1 Schematic of geometry and computation module (hatched area) 

to execute the optimization process according to the following 
procedure: (1) Values of/?,, V, P, Bi, and / /were supplied as 
input data; (2) a number of solutions (minimum of five) were 
generated corresponding to different specified values of W. It 
was found that for most cases, Q increases with W up to a 
point beyond which a further increase in W would cause a 
decrease in Q. For a range of input data the optimization pro­
cess failed as will be shown later; (3) using the results of step 
(2), a fourth-order polynomial was generated giving Q as a 
function of W. The value of Wopl corresponding to dQ/dW = 
0 was calculated from this polynomial and a new solution was 
generated for W = Wopl with the resulting heat transfer rate 
being Qopt. 

Results and Discussion 

The following range of parameters was covered in this 
study: 

VIi = 0.125, 0.25, 0.5, 1, 2, and 4 
P =0 .1 , 0.2, 0.4, 0.7, and 1.0 
H = 1 , 10, and 100 
V =0.01 to 10 

Due to the obviously large volume of computations involved, 
only one value of /?,• was used (/?,- = 0.9). The results 
developed for the above range of parameters strongly suggest 
that / / and P do not have significant influences on the value of 
Wopt. Our definition of dimensionless pitch P may not be con­
ventional; however, it was selected because it suited our com­
putation scheme. A more commonly used definition of dimen­
sionless pitch [3, 4] is the ratio of the gap between two suc­
cessive fins to fin thickness, i.e., P' = (2p — t)/t. However, 
the present definition of P is not the reason for its irrelevance 
to the value of Wopt. For example, at Bi = 0.0625, V = 0.4, 
and H = 100, the value of Wopt changed from 11.52 at P = 1 
(P' = 22) to 11.51 a t P = 0.1 (P ' = 1.3). Also, changing//to 
10 and 1 in the previous example resulted in Wopt of 11.49 and 
11.48, respectively. Consequently, the results of Wop{ will be 
presented here using Bi and V as the only independent 
parameters. 

Figure 2 shows the present results (segment corresponding 
to P = 0.7 and H = 100 was selected) compared to those of 
Brown [5], which are labeled W*pt. Basically, the absolute 
value of the deviation between the two solutions increases with 
an increase in Bi and/or V. For Bi < 1, the present solution 
predicts thicker fins than Brown's, and vice versa for Bi > 
1.5. At VBi=1.25, the deviation between the two solutions 
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starts in one direction and then reverses as V increases, as 
shown in Fig. 2. For every Bi, the optimization procedure 
described earlier succeeded in obtaining a solution up to a cer­
tain value of Vbeyond which optimum solutions did not exist. 
In the domain where the optimization procedure failed it was 
found that Q increased continuously with W with no reversal 
in trend. The reason for this behavior is that in the domain of 
no optimum solution the combination of geometric and heat 
transfer parameters is such that an increase in W would result 
in an increase in heat transfer from the unfinned surface (be-
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Table 1 Optimum dimensions of an annular fin assembly An Efficient Algorithm for Finite Element Solution to 
Two-Dimensiona! Heat Transfer With Melting and 
Freezing 

Number 

of fins 

V 

(Fig. 3) 

W* " o p t 

[5] 
^ o p , 

(Fig. 2) 
/, m m />, cm Total volume 

of fins, cm 3 

0.1 
0.2 
0.4 

16 0.019 
0.14 
0.95 

79.4 
22.7 
7.0 

79.4 
22.4 
6.6 

1.26 
4.46 

15.2 

15.8 
20.3 
26.9 

955 
3520 

11,940 

tween two consecutive fins) which exceeds the decrease in heat 
transfer from the fin sides and tip. The value of Vat which the 
optimization process failed was found to decrease as Bi 
increased. 

While the values of P and H were found insignificant in 
determining Wopt, these parameters strongly influenced Qopt. 
In presenting our results of optimum heat transfer use was 
made of the enhancement factor e, defined as 

e = Q o P . / a (7«) 
where Qu is the dimensionless heat transfer rate per computa­
tion module in the absence of the fin, given by 

H R, Bi 
Qu = (lb) 

l+HRi(l Bi ln /? , ) 

Values of e as a function of Bi and VatP = 0.1, 0.2, and 0.4 
are presented in Fig. 3 for H = 100 and in Fig. 4 for / / = 10. 
The enhancement due to the fins is more pronounced at low 
Bi, and it increases with increases in Kand H, or a decrease in 
P. The regions in which the optimization process failed are 
marked in Figs. 3 and 4. Application of the information in 
Figs. 2, 3, and 4 in actual design can be demonstrated by the 
following example: Consider an aluminum cylinder (k = 160 
W/m»K) with r, = 9 cm, r0 = 10 cm, and length / = 32 cm. 
The cylinder is used in an application where Tt = 500°C, T0 

= 20°C, hi = 5000 W/m2 .K, ho = 50 W/m2-K, and it is 
desired to dissipate a total heat transfer rate of q = 2A kW. In 
order to design the necessary array of fins we first calculate the 
independent parameters Bi = 0.0625 and H = 100 from their 
respective definitions. Then, the rate of heat transfer without 
the fins can be easily evaluated as q„ = 4.757 kW, which 
means that the required enhancement factor is e = q/qu = 
5.26. With these values of Bi, / / , and e, three possible designs 
can be made and the results are shown in Table 1. According 
to these results the lower the P value the better, if overall 
weight is the major concern. However, there are normally 
other considerations in design, such as mechanical strength, 
which may rule out designs with very small values of t. Care 
should also be taken in avoiding designs with narrow gaps be­
tween the fins since the present results are based on the 
assumption of uniform h0 along the fins and outer surface of 
the cylinder, which may not apply for closely spaced fin 
arrays. 
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Introduction 
Heat transfer in materials involving melting and solidifica­

tion has many practical applications such as casting, welding, 
and thawing of ice. The inherent nonlinearity of this type of 
problem has limited the analytical analysis to extremely 
simplified cases [1-7]. 

In this study, a new and efficient algorithm is proposed to 
be incorporated with the equivalent heat capacity model [8, 9] 
for the finite element analysis of melting and freezing 
problems. The scheme utilizes the shape function in an 
isoparametric finite element formulation to properly evaluate 
the specific heat associated with the melting/freezing element. 
For demonstration purposes the present algorithm is incor­
porated into a well-known finite element code, ADIANT 
(1978 Version) to solve a class of heat transfer problems in­
volving melting and freezing. 

Mathematical Formulation 
The mathematical formulations for the general phase 

change problem are usually described in two time periods, 
namely the pre-phase change and phase change periods. The 
governing equation for the pre-phase change period is a 
general heat conduction equation [1], For the phase change 
period, one obtains 

dT, 
C/—— = V » q / for liquid phase (1) 

C, 

dt 

dt 
V-q^ for solid phase (2) 

In addition to the normal boundary conditions, there are 
two coupling conditions have to be satisfied at the moving in­
terface of solid and liquid phases. These are 

and 

T=T, = T„, 

dT< FIT1 

-kl—
1 + ks—± = HV„ 
dn dn 

(3) 

(4) 

where the subscripts / and 5 indicate the liquid and solid 
phases, respectively, T,„ the melting temperature, / / t he latent 
heat of fusion per unit volume, Vn the speed of the melting 
front in the normal direction, C the specific heat per unit 
volume, and k the thermal conductivity. 

A common approximation employed in the equivalent heat 
capacity approach [8, 9] is to include the latent heat effect in 
the following dirac function 

C = 
H 

2AT' 
C + C, 

if T>T,„+AT 

\fTm-AT<T<Tm+AT 

if T<Tm-AT 
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Table 1 Optimum dimensions of an annular fin assembly An Efficient Algorithm for Finite Element Solution to 
Two-Dimensiona! Heat Transfer With Melting and 
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tween two consecutive fins) which exceeds the decrease in heat 
transfer from the fin sides and tip. The value of Vat which the 
optimization process failed was found to decrease as Bi 
increased. 

While the values of P and H were found insignificant in 
determining Wopt, these parameters strongly influenced Qopt. 
In presenting our results of optimum heat transfer use was 
made of the enhancement factor e, defined as 

e = Q o P . / a (7«) 
where Qu is the dimensionless heat transfer rate per computa­
tion module in the absence of the fin, given by 

H R, Bi 
Qu = (lb) 

l+HRi(l Bi ln /? , ) 

Values of e as a function of Bi and VatP = 0.1, 0.2, and 0.4 
are presented in Fig. 3 for H = 100 and in Fig. 4 for / / = 10. 
The enhancement due to the fins is more pronounced at low 
Bi, and it increases with increases in Kand H, or a decrease in 
P. The regions in which the optimization process failed are 
marked in Figs. 3 and 4. Application of the information in 
Figs. 2, 3, and 4 in actual design can be demonstrated by the 
following example: Consider an aluminum cylinder (k = 160 
W/m»K) with r, = 9 cm, r0 = 10 cm, and length / = 32 cm. 
The cylinder is used in an application where Tt = 500°C, T0 

= 20°C, hi = 5000 W/m2 .K, ho = 50 W/m2-K, and it is 
desired to dissipate a total heat transfer rate of q = 2A kW. In 
order to design the necessary array of fins we first calculate the 
independent parameters Bi = 0.0625 and H = 100 from their 
respective definitions. Then, the rate of heat transfer without 
the fins can be easily evaluated as q„ = 4.757 kW, which 
means that the required enhancement factor is e = q/qu = 
5.26. With these values of Bi, / / , and e, three possible designs 
can be made and the results are shown in Table 1. According 
to these results the lower the P value the better, if overall 
weight is the major concern. However, there are normally 
other considerations in design, such as mechanical strength, 
which may rule out designs with very small values of t. Care 
should also be taken in avoiding designs with narrow gaps be­
tween the fins since the present results are based on the 
assumption of uniform h0 along the fins and outer surface of 
the cylinder, which may not apply for closely spaced fin 
arrays. 
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and thawing of ice. The inherent nonlinearity of this type of 
problem has limited the analytical analysis to extremely 
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In this study, a new and efficient algorithm is proposed to 
be incorporated with the equivalent heat capacity model [8, 9] 
for the finite element analysis of melting and freezing 
problems. The scheme utilizes the shape function in an 
isoparametric finite element formulation to properly evaluate 
the specific heat associated with the melting/freezing element. 
For demonstration purposes the present algorithm is incor­
porated into a well-known finite element code, ADIANT 
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volving melting and freezing. 

Mathematical Formulation 
The mathematical formulations for the general phase 

change problem are usually described in two time periods, 
namely the pre-phase change and phase change periods. The 
governing equation for the pre-phase change period is a 
general heat conduction equation [1], For the phase change 
period, one obtains 

dT, 
C/—— = V » q / for liquid phase (1) 

C, 

dt 

dt 
V-q^ for solid phase (2) 

In addition to the normal boundary conditions, there are 
two coupling conditions have to be satisfied at the moving in­
terface of solid and liquid phases. These are 

and 

T=T, = T„, 

dT< FIT1 

-kl—
1 + ks—± = HV„ 
dn dn 

(3) 

(4) 

where the subscripts / and 5 indicate the liquid and solid 
phases, respectively, T,„ the melting temperature, / / t he latent 
heat of fusion per unit volume, Vn the speed of the melting 
front in the normal direction, C the specific heat per unit 
volume, and k the thermal conductivity. 

A common approximation employed in the equivalent heat 
capacity approach [8, 9] is to include the latent heat effect in 
the following dirac function 

C = 
H 

2AT' 
C + C, 

if T>T,„+AT 

\fTm-AT<T<Tm+AT 

if T<Tm-AT 

(5) 
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Fig. 1 Approximation of equivalent heat capacity for melt­
ing/solidification problem 

Fig. 2 Portion of the finite element model showing solid, liquid, and 
molten phases separated by the isothermal lines T=Tm+AT and 

where H/2AT accounts for the latent heat effect and 
(Cs + Ct)/2 is the averaged sensible heat for the liquid and 
solid in the temperature range of Tm~AT and Tm + AT, and 
2ATis a small but finite temperature interval assumed for the 
phase change to take place. Figure 1 depicts the specific heat 
distribution as a function of temperature given in equation (5). 

The finite element formulation for the general heat conduc­
tion problem can be found in numerous publications, e.g., 
[10, 11], and will not be repeated here. The final assembled 
system of equations for the nodal temperatures is given as 
follows in a matrix form [11] 

[C][f] + IK][T\ = [Q] (6) 

where [C] is the specific heat matrix, [K\ the conductivity 
matrix, [7] the vector of nodal temperature, and [Q] the vec­
tor of external heat flow. 

Deficiency of Direct Use of Equivalent Heat Capacity Model 
A common practice in a nonlinear finite element analysis is 

to use the elemental temperature to determine the 
temperature-dependent material properties such as specific 
heat. In an isoparametric formulation this elemental 
temperature is given by 

f=£h,T, (7) 
; = i 

where n is the total number of nodal points in the element and 
hj is the shape function [10]. 

Consider a typical melting element during a fusion analysis. 
Unless the element mesh (see Fig. 2) is further refined in such a 
manner that the nodal temperatures in the melting element are 
all within the range of T,„-AT and T„,+AT, the following 
numerical errors will arise: 

1 The averaged element temperature T is either less than 
Tm —ATor greater than Tm + AT. In this case either solid or 
liquid specific heat will be used. This does not account for the 
latent heat effect and thereby underestimates the specific heat 
for the melting element. 

2 T is within the 2AT range across the melting tempera­
ture Tm. The_ specific heat for the element will be 
H/2AT+ (Ct + Cs)/2 given by equation (5), and implies that 
the whole element is consuming latent heat fusion. This results 
in an overestimated specific heat for the melting element. 

To reduce the above error, finer mesh and smaller time steps 
are always necessary. Therefore, direct use of the equivalent 
heat capacity method for the finite element analysis of 
melting/freezing problem is very expensive and needs further 
improvement. 

New Efficient Algorithm 
In this study, a new algorithm is proposed and incorporated 

with the equivalent heat capacity method for the finite element 
analysis of the melting and freezing problems. 

The method first estimates the mass fractions of solid, li­
quid and molten (material with temperature within the 2AT 
range across Tm) phases inside the melting/freezing element. 
The specific heat for the melting/freezing element is then ob­
tained by combining the specific heats of all phases 

C=Clm, + Csms + CHmH (8) 

where mh ms, and mH are the mass fractions of the liquid, 
solid, and molten phases respectively. 

To calculate the mass fractions tnh ms and mH of the 
melting element, we use a linear interpolation between the 
nodal temperature and averaged element temperature. For ex­
ample, assume the element temperature f is greater than 
Tm+AT and a nodal temperature 7", is less than Tm-AT. 
Then within this temperature interval f and Tt all three dif­
ferent phases exist. The mass fractions contributed by this 
nodal point to the element will be 

m\ = [f-(Tm+AT)]/{t-T) 
m's = [(.Tm-AT)-T,]/{T-T,) 
rriH= 2AT/(T-Ti) 

Similarity, if T and 7",- are both greater than Tm + AT, this 
implies that only the liquid phase exists and the mass fractions 
associated to the node are m\= 1 and m's = m'^=0, etc. 

The total mass fractions for each phase in the element are 
then obtained by summing up the contributions from all n 
nodal points with the use of the shape function as a weighting 
factor. These are given by 

n 

2> 
n 

1> 
/ = i 

x> 
1=1 

m\ 

m's 

triH 

Once the specific heats for all elements are determined one 
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Fig. 3 Interface position along the diagonal and center line for 
solidification of liquid in a square region with prescribed boundary 
temperature 
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Fig. 4 Comparison of loci of interface obtained from finite element and 
finite difference methods for liquid in a square region subject to convec-
tive cooling 

can proceed with the finite element analysis similar to the 
general nonlinear study. Note that the present algorithm in­
volves only the re-evaluation of the specific heat for the 
melting/freezing element. It can be easily implemented into 
any general purpose finite element program for efficient heat 
transfer analysis with melting and freezing. 

Results and Discussion 
To demonstrate the present scheme, a freezing problem of 

liquid in a simple two-dimensional geometry is studied. Both 
specified wall temperature and convective cooling boundary 
conditions are examined. The numerical solutions are ob­
tained by implementing the present scheme into a general pur­
pose finite element code ADINAT. 

Consider a liquid in an infinitely long square prism with 
uniform cross section. The liquid is initially at a temperature 
higher than the melting temperature. The surface is suddenly 
exposed to a uniform wall temperature below the fusion 
temperature and solidification takes place immediately. The 
material properties are so chosen that, in terms of dimen-
sionless form, they are the same as those used by Lazaridis 
[12 ] . T h e y a r e : K = k,/ks = 0. 9, y = a,/as = 0.9, 
S0 = (T0-Tw)/(Tm-Tt,) = 9/l, and Stefan number, Sl = Cs 

(Tm-Tw)/H=2. Figure 3 shows the interface positions as a 

function of time at the diagonal and center line of the square. 
Also included in the figure are the results obtained by Keung 
[6] using the source and sink method and by Lazaridis [12] us­
ing the finite difference method. As can be seen, the present 
finite element solution agrees very well with the other two 
solutions over the entire time period. 

The same problem is solved again for the convective cooling 
at the boundary. The dimensionless parameters chosen are 
K = 0 . 9 , 7 = 0 . 9 , e0 = (T0-Ta)/{Tm-Ta) = 9/l, 
St = CS(T,„ - Ta)/H= 2 and Bi = hL/ks = 2, with Ta being the 
ambient temperature. Figure 4 gives the prediction of the 
freezing front at different values of time. The only available 
finite difference solution given by Lazaridis [12] is also includ­
ed. Once again, the present finite element solution agrees well 
with the finite difference solution. 

Although there are no other data available for the direct 
assessment of the efficiency of the present scheme, it is worth 
noting that the finite element mesh and time step employed in 
the above cases are relatively coarse. For example, in the 
previous convective cooling problem, the finite element model 
is of 10 x 10 in mesh and the dimensionless time step size is 
0.001. 

Conclusion 
A new simple strategy has been proposed to incorporate the 

equivalent heat capacity model for the finite element analysis 
of heat transfer problem with melting/freezing. Accurate 
results, in comparison with the existing solutions, are obtained 
efficiently without using a very fine element mesh and/or time 
step. This scheme can be easily implemented into any general 
purpose finite element program and is also applicable to three-
dimensional cases. 
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A Short Time Solution for Coupled Conduction and 
Radiation in a Participating Slab Geometry 

W. H. Sutton1 

Introduction 

The analysis of combined conduction and participating 
radiation heat transfer has been the subject of considerable in­
terest over the past two decades; a convenient catalogue of 
most of the major works may be found in Sutton [1]. The 
problem of a gray, constant-property slab with opaque, 
constant-temperature boundaries is usually the basis for 
testing the numerical accuracy and computational features of 
a given solution method. The purposes of the current work are 
to provide a very accurate picture of the effects of radiation 
dominated media of "early times" and to illustrate a basic 
method well suited for such problems. 

Short time, here, refers to small Fourier number problems; 
depending on material properties (insulations, etc.) physical 
time could be relatively large. The current solution method 
may be briefly described as a hybrid Galerkin-iterative/finite 
difference scheme. The unique features of this work, beyond 
its flexibility, are that no "particular solution" is used for the 
emission term in the radiative transfer solution and no itera­
tion between conduction and radiation solutions is required. 

Analysis 

The central difference transient energy balance for the rth 
interior slab nodal point in terms of dimensionless 
temperature, 0= 7/T re f, and radiative heat flux, Qr = qr/oTrJ, 

0,^+0,^-20, 1 (Qi+i-Qi-l\_dOl 

(At/)2 AN \ 2AT) / d£ 

where i/ = Z/L is the dimensionless spatial coordinate and 
t,=at/L2 is the Fourier number. The conduction to radiation 
parameter Nis taken in the nongray sense asN= (k/L)/oTrJ. 
a, k, and L are, respectively, thermal diffusivity, thermal con­
ductivity, and physical thickness of the slab. The boundaries 
of the slab are assumed to be steady and isothermal and the in­
itial temperature of the slab is assumed to be uniform for com­
parison purposes. Mathematically, 6(P,^) = 6l = Tl/TK(, 0(1, 
O = 0 2 ^ 7 y r r e f , and 6(y, O) = 0o = To/TK[. Equation (1) is 
solved using an explicit finite difference scheme, that is, step­
wise marching in stable increments of A£ away from the given 
initial condition. The slab is divided into 20 evenly spaced 
elements (21 nodes); A£ is taken as approximately 1/80 of the 
stable increment in order to give benchmark results in all cases 
tested. 

The dimensionless radiative flux at each nodal point in the 
energy equation is obtained by the hybrid method that 
follows. 

Assuming A£ large enough so that direct (d/d£ = 0) transient 
radiative effects are neglected, the radiative transfer equation 
in terms of dimensionless intensity, i/< = //(oTref/7r), is 

d\I/ u f1 

/ * - 5 - + ^ = ( l - w ) ^ + - — M * ' . 0 < T < T 0 , IJKI<1 (2) 
OT 2 J - 1 

Gray uniform properties and isotropic scattering are assumed 
here for illustration purposes. Therefore, \j/b =n2d4 where the 
refractive index of the medium is taken as one. co and r0 are 
the scattering albedo and optical thickness of the medium. The 
right-hand side of equation (2) is defined as S, the source func­
tion. Equation (2) is linear in intensity and this may be super-
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positioned as illustrated in Ozisik and Sutton [2] for general 
diffuse boundary conditions. The dimensionless intensity is 
thus written as 

Mr, ii) = Mr, /x) + (e101
4 + 2p1%W1(T,M) 

+ (e2e2* + 2Pl«K2)t2(T, ix) (3) 

whereK\ = \l
0^(0, —/*')/x' dp' andK 2 = \[

0\[/(T0, n')p'd\x' are 
simply half-range fluxes for the original problem, e,- and pj are 
,/th surface emittance and reflectance. The solution for each of 
the subproblems may be formulated (/ = 0, 1, 2) as 

Hi 
H-T- + $i = Sj, MO, /i) = 5i/, and \P,(T0, - /X) = 52/ 

OT 

where 

S,. = (l-co)So,.04+-^-J ^idix' 

and 5jj is the Kroneker delta. The formal solution of each sub-
problem in terms of S is given as [2] 

S, (r) = (1 - U)oo>04 + -y-{ OUE2{T) + 82iE2(r0 - r) 

+ P S,(T')£,(lT-r'l)fi?T'J, i = 0, 1,2 
J T' - 0 

The case for / = 0 is solved iteratively in S0(T) for each 
temperature distribution at a given time. The integral involv­
ing S0 is represented with a ten-point Gaussian quadrature. A 
comparison to results for certain cases with a 20-point 
quadrature gave identical results. The case for /= 1 or 2 may 
be solved by assuming a Galerkin power series expansion for 
S,as 

N 

;;=0 

Substituting the expansion and collecting terms yields a matrix 
equation A„ for the coefficients. The details track Ozisik and 
Yener [3] except that the emission term is omitted and solved 
here by iteration. A ten-term Galerkin expansion is used in the 
current work with the various integral terms in the matrix 
equation performed with 40-point Gaussian quadrature. 

Once S, and \p, are known, K\ and K2 are obtained by 
operating on equation (3) with \'0 /x'cfy,' and an algebraic solu­
tion as detailed in [2]. After Kx and K2 are found, the net 
radiative flux at each point in the slab is finally obtained using 
equation (3) and the definition 

While the entire process sounds quite complex, in reality it is 
very efficient because the boundary terms are solved only once 
for a given problem. Additionally, the time step requirements 
for the explicit finite difference method force only a small 
change in the temperature distribution at each step so that the 
iteration subproblem converges rapidly. The entire process at 
each time step requires approximately 2 s of CPU time in For­
tran G on the IBM 3081. 

Results and Conclusion 

Recently, it was reported [1,4] that the results of several 
previous investigators [6, 7] for the same problem were incor­
rect due to assumptions made in computation. The current 
results avoid those problems and compare well to the exact 
analysis [5]. For illustration of transient effects on 
temperature, the case of 7V=0.1 for 0 i = l , d2 = 0, d0=0, 
PA=PI=Q> " = 0.5, and T0 = 1 is plotted in Fig. 1 (Lii and 
Ozisik [6] problem). When the results are carried to steady 
state, the solutions previously published [6] are obtained; 
however, the current method is not computationally well 
suited for longer times. 
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Fig. 2 Temperature distribution as a function of N for i; =0.01 (^ = 1 , 
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When TV is decreased, holding other parameters fixed for a 
similar problem (p^= 1, co = 0.9), the radiation clearly affects 
the entire medium as illustrated in Fig. 2 for the case of 
£ = 0.01. Thus, if radiative effects are ignored for small 
Fourier number problems, significant errors may be observed 
in the transient results. This result may be particularly signifi­
cant in the design of thermal measurement systems involving 
insulation, ceramics, and other poor thermal conductors. 
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Local Nusselt Numbers for Flowing Packed Particle 
Beds in Circular Tubes With Constant Wall Heat Flux 

K. S. Schnoebelen1 and S. I. Abdel-Khalik1 

Nomenclature 

«0 . °1> «2< «3 = 

•"•m = 

C = 

d = 
D = 
3= = 

K = 

k = 

Nu, 

Nu l,x 

Nu, 

Pe = 

j f - = 

V = 

constants defined in equa­
tions (8) and (9) 
constants defined in Table 
2 
specific heat 
average particle diameter 
tube diameter 
empirical function defined 
in equations (7) and (8) 
gravitational acceleration 
local heat transfer co­
efficient 
thermal conductivity 
Archimedes number = d3g 

PgO>p-PgVl4 
local Nusselt number de­
fined in equation (1) 
local Nusselt number for 
laminar, Newtonian flow in 
circular tubes with a fully 
developed velocity profile 
local Nusselt number for 
laminar, Newtonian flow in 
circular tubes with a flat 
velocity profile 
effective Peclet number 
defined in equation (2) 
distance along the tube 
measured from the begin­
ning of the heated length 
nondimensional distance 
(inverse Graetz number) 
defined in equation (3) 
average particle bed 
velocity 

parameter appearing in 
equation (6) 
parameter appearing in 
equation (6) 
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When TV is decreased, holding other parameters fixed for a 
similar problem (p^= 1, co = 0.9), the radiation clearly affects 
the entire medium as illustrated in Fig. 2 for the case of 
£ = 0.01. Thus, if radiative effects are ignored for small 
Fourier number problems, significant errors may be observed 
in the transient results. This result may be particularly signifi­
cant in the design of thermal measurement systems involving 
insulation, ceramics, and other poor thermal conductors. 
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Local Nusselt Numbers for Flowing Packed Particle 
Beds in Circular Tubes With Constant Wall Heat Flux 

K. S. Schnoebelen1 and S. I. Abdel-Khalik1 

Nomenclature 

«0 . °1> «2< «3 = 

•"•m = 

C = 

d = 
D = 
3= = 

K = 

k = 

Nu, 

Nu l,x 

Nu, 

Pe = 

j f - = 

V = 

constants defined in equa­
tions (8) and (9) 
constants defined in Table 
2 
specific heat 
average particle diameter 
tube diameter 
empirical function defined 
in equations (7) and (8) 
gravitational acceleration 
local heat transfer co­
efficient 
thermal conductivity 
Archimedes number = d3g 

PgO>p-PgVl4 
local Nusselt number de­
fined in equation (1) 
local Nusselt number for 
laminar, Newtonian flow in 
circular tubes with a fully 
developed velocity profile 
local Nusselt number for 
laminar, Newtonian flow in 
circular tubes with a flat 
velocity profile 
effective Peclet number 
defined in equation (2) 
distance along the tube 
measured from the begin­
ning of the heated length 
nondimensional distance 
(inverse Graetz number) 
defined in equation (3) 
average particle bed 
velocity 

parameter appearing in 
equation (6) 
parameter appearing in 
equation (6) 
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Introduction 

= parameter appearing in 
equation (11), Table 2 

= average bed void fraction 
= viscosity 
= density 
= parameter appearing in 

equation (6) 
= parameter appearing in 

equation (12), Table 2 

= particle 
= gas 
= effective 

Table 1 Ranges of experimental variables 

Channel flow of packed particle beds has numerous applica­
tions in the chemical industry. Our interest in this area, 
however, arises from recent advances in fusion reactor designs 
[1], In one such design [1], lithium oxide particles 100-200 (im 
in diameter flow under the influence of gravity through chan­
nels in the reactor blanket and serve the dual purpose of 
tritium breeding and heat transport. Analyses of the perfor­
mance of these blankets and associated power cycle and 
tritium recovery systems have been hampered by the lack of 
convective heat transfer data for channel flow of packed parti­
cle beds. 

Sullivan and Sabersky [2] obtained a correlation for the 
average heat transfer coefficient along a flat plate immersed 
and moving in granular media. Denloye and Botterill [3] ex­
amined the problem of heat transfer between a particle bed 
flowing through a rectangular channel and a flat surface 
centered in the middle of the channel. A correlation for the 
average Nusselt number as a function of the Archimedes 
number NAl was obtained. More recently, Nietert and Abdel-
Khalik [4, 5] conducted an investigation in which the local 
heat transfer coefficients for gravity flowing packed particle 
beds in the entrance regions of circular tubes with constant 
wall heat flux were measured. Data were measured for dif­
ferent particle sizes, tube diameters, wall heat fluxes, and 
average bed velocities. 

The purpose of this investigation is to correlate the 
voluminous data of Nietert and Abdel-Khalik presented in [4, 
5]. A generalized correlation for the local Nusselt numbers for 
flowing packed particle beds in the entrance regions of circular 
tubes with constant wall heat flux has been obtained. The local 
Nusselt number Nux is correlated in terms of the inverse 
Graetz number (nondimensional distance from the inlet x+), 
tube-to-particle diameter ratio, and Peclet number. 

Experimental Apparatus and Procedure 
A schematic diagram of the test loop used by Nietert and 

Abdel-Khalik is shown in Fig. 1. Soda-lime glass particles of 
controlled sizes (Table 1) flow by gravity from the upper 
storage tank through an unheated, 29-cm-long entrance region 
before entering the test section. The test section is an elec­
trically heated, 54-cm-long, Type 321 stainless steel tube. 
Tubes of different diameters have been used (Table 1). The 
particles flow from the test section to the lower collection tank 
through an unheated, 36-cm-long exit region followed by a 
sliding cone valve assembly for controlling the particles flow 
rate. The diameters of the entrance and exit regions are iden­
tical to the test section diameter. A suction pump is used to 
return the particles from the lower collection tank to the upper 
storage tank continuously via a shell-and-tube heat exchanger. 

Electric current from a 50 kW d-c power supply is passed 
through the test section tube wall which is thermally insulated 
from the outside. The wall temperature distribution along the 
test section is measured by chromel-alumel thermocouples 

Tube diameter, D mm 
Average particle diameter d, /im 
Wall heat flux q, W/cm2 

Average bed velocity, V, cm/s 

7.75, 13.8, 24.1 
214, 505, 715 
2.10-4.20 
0.9-15.3 

Thermocouple* 

Fig. 1 Schematic diagram of the test loop used by Nietert and Abdel-
Khalik [4, 5] 

spot welded to the outside surface of the test section tube. The 
particle inlet bulk temperature is also measured using a 
chromel-alumel thermocouple. Power input, and hence the 
average heat flux, is determined by measuring the voltage drop 
and current flow through the test section. The mass flow rate 
through the test section is determined by collecting and 
weighing the exiting particles over a measured period of time. 
A total of 129 experiments have been conducted for three tube 
diameters, three average particle diameters, and different heat 
fluxes and average bed velocities. The ranges of experimental 
variables are listed in Table 1. Variations of the local heat 
transfer coefficient along the test section have been determin­
ed for all the experiments [4]; a total of 1534 data points have 
been obtained. Additional details regarding the experimental 
apparatus and procedure, along with a listing of the data, may 
be found in [4]. 

Results 
Values of the local Nusselt number Nuv, Peclet number Pe, 

and nondimensional distance x+ were calculated for all the ex­
periments using the relations 

Nu. , ^ - (1) 

and 

Pe = 

x+ = 

kett 

PS!fCe!fVD 

Z>Pe 

(2) 

(3) 
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Here, D is the tube diameter, x is the distance measured from 
the beginning of the heated length, and V is the average bed 
velocity. The effective density and specific heat are given by 

Peff epg + (l-e)p„ 

and 

ceff = [epecg + (\-e)ppcp] 
Peff 

(4) 

(5) 

The subscripts g and p refer to the gas (air) and particles, 
respectively, while e is the average void fraction within the 
bed. 

The effective static thermal conductivity kM was calculated 
using the model of Specchia et al. [6] which is based on the 
original model of Kunii and Smith [7] 

- 7 7 L = e+{ |8 ( l - e ) / [* + ( V * p h ] ] 
K„ 

(6) 

For spherical particles, (3=1, 7 = 2/3, and 0 = 0.220 e2. The 
Kunii-Smith model accounts for conduction through the 
voids, radiation between voids, conduction through particle 
contact points, radiation between particles, conduction 
through the film, and conduction through the solid particles; 
these contributions can be represented by a thermal resistance 
network as described in [4]. 

In order to obtain a generalized Nusselt-type correlation for 
the data, attention was first focused on a statistical 24 factorial 
design employing selected runs among the 129 experiments 
listed in [4]. These runs represent the extremes of the four 
primitive variables examined, viz., tube diameter, D, average 
particle diameter d, average bed velocity V, and wall heat flux 
q. The results of this assay yielded clues as to the relative im­
portance of the nondimensional quantities affecting the local 
Nusselt number and, also, as to the appropriate form of the 
local Nusselt number correlation. The basic idea in factorial 
design is to average out the different experimental results for 
the selected 2" combinations representing the extremes for the 
n independent variables in order to identify their relative im­
pact on the dependent variable. If the independent variables 
act additively, the factorial does the job with greater precision, 
whereas if they do not, the factorial can estimate interactions 
that measure the nonadditivity. This is done through simple 
arithmatic manipulations of the experimental results as ex­
plained by Box et al. [8], 

Data for 15 of the selected 16 runs are plotted in Fig. 2. (The 
sixteenth run was discarded because of an error in the original 
data.) The "plus" and "minus" signs in the figure key in­
dicate the extreme values for the four primitive variables D, d, 
q, and V. For example, the data set designated by open circles 
corresponds to the test run with the largest tube diameter D, 
the smallest particle diameter d, the lowest heat flux q, and the 

highest average bed velocity V among the 129 experiments 
with ranges listed in Table 1. The experimental uncertainty of 
the measured NuA. values is estimated to be ± 10 percent. The 
curve labeled NulA. in Fig. 2 is the local Nusselt number in the 
entrance regions of circular tubes for the case of laminar, 
Newtonian flow with a fully developed parabolic velocity pro­
file [9, 10]; the curve labeled NU2A . is the corresponding case 
for a flat velocity profile [4]. Infinite series expressions for 
Nuj x and Nu2 v as functions of the inverse Graetz number 
(nondimensional) distance x+) may be found in the literature; 
they are listed in Table 2 for completeness. 

Discussion and Conclusions 
The results in Fig. 2 indicate that the Nusselt number data 

for flowing packed particle beds falls between Nu l j : and 
Nu2iV- This fact is physically reasonable and suggests a cor­
relation in the form 

Nujr = N u u + JF[Nu2i,-Nu1>x] (7) 

where ff is a function which varies between zero and nearly 
unity over the entire range of experimental variables 
examined. 

The data in Fig. 2 show that, as expected, the heat flux has 
little or no effect on the Nusselt number. Experiments at dif­
ferent heat fluxes have been analyzed to assure consistency 
between the runs and proper accounting for radiation correc­
tions and the effects of temperature on physical properties [4], 
It should be noted, however, that in all the experiments con­
ducted, the temperature did not exceed the range where the ef­
fective thermal conductivity models are expected to apply 

I 
oo 

— + + — + + — + + — + + 
T 7 7 7 + + + + + + + + 
+ + + + + + + + _1_ 

0.001 0.01 
INVERSE GRAETZ NUMBER , K+= X/D.Pe 

Fig. 2 Variation of the local Nusselt number Nux with nondimensional 
distance x + for the different experiments selected in the factorial 
design 

Table 2 Infinite series expressions for Nu, x and Nu 2 

(a) Expression for Nuj x [9] 

" L 48 2 ~ 

e x P ( - 7 m * + ) ~ 
AmlAm -

(11) 

m 1 
72„ 25.68 

A„, 7.630xlO"3 

2 
83.86 

2 .058x l0~ 3 

3 
174.2 

0.901X10"3 

4 
296.5 

0.487 x l 0 ~ 3 

5 
450.9 

0.297 x 10 " 3 

(For larger m, ym=4m + ; .4,,, =0.358 T,^2'32) 

(b) Expression for Nu2 x- [4] 

Nu u L 8 \l 
exp(-4a!2,*+n _ 1 

(12) 

where wm are the roots for the equation'/, («,„) = 0, and Jt is a Bessel 
function of the first kind with order one. 
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predicted using equations (7)-(9) 
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Mixed Convection Flow Over a Horizontal Cylinder or 
a Sphere Embedded in a Saturated Porous Medium 

Ming-Jer Huang,1 Kuo-Ann Yin,1 You-Li Chou,1 and Cha'o-
Kuang Chen2 

(r<950°C). Figure 2 shows that the function *$ is strongly 
dependent on the tube-to-particle diameter ratio D/d. For 
high values of D/d, the Nusselt number values NuA. approach 
the N U 2 A curve for plug flow. This result is consistent with our 
observations and those of Brinn et al. [11], indicating that the 
velocity distribution for tube flow of particle beds is uniform 
across the tube diameter except near the wall where it is about 
15 to 20 percent lower. In other words, for large D/d, the bed 
behavior approaches that of a homogeneous fluid with the 
same effective physical properties and velocity distribution. 

The entire data set (1534 data points) has been used to 
develop a generalized correlation for JF as a function of x+, 
Pe, and D/d using least-squares fitting. Dependence of JF on 
the Archimedes number is not possible to discern since only 
one gas (air) is used. The following correlation is obtained 

Nomenclature 

<5 = logio0(x+)"i (D/d)a2(Pe)"3 . (8) 

where 

a0 = 0.041; a, = 0.34; a2 = 0.63; a3= 0.48 (9) 

Equations (7) through (9) are the main results of this work. 
They are valid within the following range of variables 

2.7 x 1 0 - 4 < x + <0.11, l l< (D/d)<115 ,and550<Pe<8000 
(10) 

Figure 3 compares the experimental values of Nuv with those 
predicted using the above correlation. The vast majority of the 
1534 data points falls within ± 15 percent of the experimental 
values. Analysis of the residuals indicates that the standard er­
ror in the predicted Nusselt number is 7.6 percent of the 
observed value. The 95 percent confidence interval for the per­
cent error in the predicted Nusselt number is ± 16.9 percent. 
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velocity distribution for tube flow of particle beds is uniform 
across the tube diameter except near the wall where it is about 
15 to 20 percent lower. In other words, for large D/d, the bed 
behavior approaches that of a homogeneous fluid with the 
same effective physical properties and velocity distribution. 
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the Archimedes number is not possible to discern since only 
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1534 data points falls within ± 15 percent of the experimental 
values. Analysis of the residuals indicates that the standard er­
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surface of a horizontal cylinder or a 
sphere 

a = equivalent thermal diffusivity 
/? = pseudo-similarity variable, defined 

in equation (1) 
d = dimensionless temperature 
H = dynamic viscosity 
p = density of the convective fluid 
£ = transformed axial coordinate = 

F(x)/smn+'x 
\b = stream function 

Introduction 
Recently, mixed convection flow over bodies has been 

analyzed by Moutsoglu and Chen [1-4]. A numerical scheme 
is employed to solve the transformed nonlinear boundary 
layer equations. Both the aiding flow and the opposing flow 
are considered. They encompass the entire range of mixed 
convection flow. 

The heat transfer characteristics in a saturated porous 
medium were also very interesting in many engineering ap­
plications. Merkin [5] studied the free convection heat 
transfer of axisymmetric and two-dimensional bodies. Cheng 
[6] obtained the results of heat transfer over a horizontal 
cylinder and a sphere. The purpose of this note is to extend the 
problem, which is similar to that described by Cheng [6], with 
only surface temperature condition changes to surface heat 
flux, 

dT I 
Qw=~k—z— 

dy U=o 

Analysis 
With the same assumptions as [6], the governing boundary 

layer equations on a cylinder or a sphere, which is embedded 
in a porous medium and is subjected to uniform surface heat 
flux, will be transformed into the following: 

/ " = [(Ra/Pe!/l)A4'/!]*£6 

9" + VifB' -Sn(x)f'0 = Sn(x)Z(/' di 
9f_ 
St 

(1) 

(2) 

(3) 
il = 0; / = 0 , 0 ' = - l 

, , -oo; / ' - [ / l , / ] (Pe /Ra ! / l ) ] c , 0 - 0 

Here primes denote partial derivatives with respect to ij. The 
transformations used are based on forced-flow dominated 
and buoyancy force flow dominated cases. 

x=x/R, £=F(x) / s inx , 7i=y(A\)"sm"+lx/[RF(x)] (4) 

M,r,) = +/[R»(A\)'aF(x)] (5) 

6(Z,r)) = (T-T„)/[qv,RF(x)/[k(A\ysm" + ix] (6) 

where A = 2, n = 0 for the cylinder and A = 3/2, n = 1 for the 
sphere. The stream function \p satisfies the continuity 
equation, with r"u = d\j//dy and r"v = — d\p/dx. 

f( l-cosx)L / l « = 0 (7) 
F(x)=\ 

L(COS3X/3-COSA: + 2 / 3 ) / I n=\ (8) 

and 

Sn(x)-

~Vl — COS x/{\ + COS X) 

VI - [2(2 + cos JC)COS x]/ 

[3(1+ cos x)2] 

« = 0 

« = 1 

(9) 

(10) 

a = Vi, b = 1, c = 0, X = Pe for forced-flow dominated case and 
« = l / 3 , b = 0, c = l , X = Ra for buoyancy force flow 
dominated case. The local Nusselt number Nu can be readily 
shown in the dimensionless form 
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Nu = O4X)V[£0(£,O)] (ID 

Numerical Results and Discussion 

The system of equations (l)-(3) has been solved by em­
ploying an implicit finite difference method [7], Numerical 
results are obtained for the effects of the buoyancy force with 
parameter Ra/Pe3 / 2 ranging from 0 to oo and the inertia force 
with parameter Pe/Ra2 / 3 covering from 0 to 10. 

Based on the forced-flow dominated case, the influence of 
the buoyancy force on the angular distributions of the local 
Nusselt number Nu/PeVl are shown in Fig. 1 for the 
horizontal cylinder and in Fig. 2 for the sphere cases, 
respectively. From these two figures it can be found that 
Nu/Pe 'A increases as the buoyancy force increases and 
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decreases with increasing angle from the stagnation point for 
a given Ra/Pe3 / 2 value. 

With consideration of the effect of inertial force on the 
Nusselt number, Nu/Ra1 /3 along the surface of the cylinder 
and the sphere are illustrated in Fig. 3 and Fig. 4, respectively. 
The figures shown are based on the buoyancy force 
dominated flow. The Nusselt number Nu/Ra1 /3 increases with 
increasing inertial force. Similarly, Nu/Ra1 /3 also decreases 
along the surface from the stagnation point. 

Conclusion 
An analysis for mixed convection over a horizontal cylinder 

or a sphere in a saturated porous medium has been per­
formed. The investigation of buoyancy force effects on pure 
forced convection is based on the parameter Ra/Pe3 /2 with 
the following magnitudes such that the effects exceed 5 
percent departure from pure forced convection: 

>0.17 (horizontal cylinder case) 
>0.16 (sphere case) 

In addition, with 5 percent departure from pure convection, 

our study includes the effects of inertia force on pure free 
convection for parameter Pe/Ra2 /3: 

>0.12 (horizontal cylinder case) 
>0.11 (sphere case) 

The results show that the local Nusselt number increases as 
buoyancy force or inertial force increases. 
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6 = dimensionless temperature, equation 
(3) 

db = average value of 6 in the test cell 
v = kinematic viscosity, m2/s 

Subscripts 
x,°° = value in the core at height x 

Introduction 
A vast majority of the extensive literature on natural con­

vection in enclosures has been concerned with two-
dimensional geometries, that is, an enclosure consisting of two 
parallel vertical surfaces held at different temperatures and 
with adiabatic or conducting top and bottom. These studies 
treat an important class of problems with many practical ap­
plications. However, by neglecting the third dimension, com­
plexities present in many real problems are also neglected. Of 
interest in three-dimensional enclosure is heat transfer be­
tween parallel as well as perpendicular vertical walls and how 
the three-dimensional boundary conditions affect the fluid 
core. The flows of interest are not three-dimensional flows set 
up in nominally two-dimensional enclosures as a result of drag 
at the adiabatic end walls. Here we are interested in three-
dimensional flows which result directly from fully three-
dimensional boundary conditions. 

In a recent experimental effort the problem of heat transfer 
between parallel and perpendicular vertical walls in a three-
dimensional enclosure was treated in detail [1]. Several impor­
tant features of three-dimensional natural convection 
enclosure flows were discussed. The testing in [1] was carried 
out in a water-filled cubical enclosure with an adiabatic top 
and bottom and isothermal sides at Rayleigh numbers — 1010. 
The high Rayleigh numbers are of interest in the study of 
building heat transfer as well as other practical applications. 
Several configurations of side wall heating and cooling were 
tested. It was determined that by judicious choice of a 
reference temperature, the average Nusselt number correlation 
equation was only weakly configuration dependent. The cor­
rect reference temperature was a bulk temperature defined as 
the average of the four isothermal wall temperatures. By bas­
ing the average Nusselt number on the difference between the 
wall and bulk temperature, correlation equations for all con­
figurations could be collapsed to a single correlation equation 

Nu = 0.620 Ra°-250 (1) 

in the Rayleigh number range 0.3 x 1010 < Ra0 < 6.0 x 
10'°. 

Flow visualization studies indicated that the bulk of the test 
cell fluid was essentially stagnant; the only substantial motion 
was that in the boundary layers on the vertical surfaces. 

The reader is referred to [1] for a detailed discussion of that 
work and also of the experimental apparatus and error 
analysis. The work presented in this paper extends that in [1] 
to include the effect of three-dimensional boundary conditions 
on core temperature profiles and on local heat transfer. 

Experimental Apparatus 
The experimental apparatus was described in detail in [1] 

and consists of a cubical enclosure with interior dimension 
30.5 cm. The enclosure is filled with water to achieve Rayleigh 
numbers ~ 1010 with Th « 40°C and Tc = 15°C. The bound­
ary conditions include an adiabatic top and bottom and four 
isothermal vertical walls. Spatial variation of temperatures 
across the heated and cooled walls was less than 10 percent 
and typically 5 percent of the overall temperature difference 
Th — Tc, and thus may be considered isothermal. In this work 
two configurations were tested: one heated wall with three 
cooled walls and two contiguous heated walls with two con­

tiguous cooled walls. The vertical walls are separated by strips 
of neoprene insulation which limit the plate-to-plate heat 
transfer to less than 1 percent of the convection heat transfer. 
See [1] for a complete discussion of experimental errors. 

Three of the vertical walls are cooled or heated by flowing 
water through heat exchanger channels milled into plates that 
bolt to the outside of the walls. The remaining vertical wall is 
electrically heated. Sixteen equal area (58.1 cm2 each) in­
dependent heaters are attached to the outside surface of the 
electrically heated wall. These heaters are controlled by a 
microcomputer that can provide an isothermal or constant 
flux boundary condition on that wall as required. In addition, 
the microcomputer records the power dissipation for each 
heater, thereby providing information on local heat transfer 
from that wall. One thermocouple (copper-constantan) senses 
the temperature of the center of the zone defined by each 
heater. The thermocouples were located 1 mm from the inner 
surface of the wall. In the isothermal mode of operation, the 
computer senses the temperature of the zone, and if it is below 
the set point, more power is applied to that zone. A 
proportional-integral control algorithm is used to determine 
how long each heater should be left on during each cycle of 
operation, ~ 10 s. In the second configuration tested (two con­
tiguous heated walls and two contiguous cooled walls) one 
wall was heated electrically while the second heated wall was 
heated with hot water. 

Given the temperature of the heated plates Th and the 
temperature of the cooled plates Tc the overall Rayleigh 
number is defined by 

g(S{Th-Tc)FP 
Ra0 = Pr (2) 

vL 

The dimensionless local heat transfer coefficient Nux is based 
on the local heat flux q and the difference in temperature be­
tween the wall and the bulk fluid; see equation (5). Local heat 
flux q was determined from local temperature gradient 
measurements near the heated wall. 

Core fluid temperature profiles were measured with a rake 
consisting of seven 0.08-mm copper-constantan ther­
mocouples. The rake was inserted vertically through one of 
three slots 6.4 mm wide cut in the top of the enclosure. Each 
slot was perpendicular to the electrically heated wall, and the 
three slot locations were on the centerline midway between the 
two parallel cooled walls, and 7.62 and 12.70 cm from the 
center line. To minimize flow disturbances at the top bound­
ary, lucite inserts were placed in the unused slots. These fit 
flush in the slot and gave a smooth surface at the water inter­
face. The thermocouples in the rake were located at 0.010, 
0.164, 0.331, 0.497, 0.664, 0.831, and 0.997 cell heights (H) 
from the bottom of the test cell. A traversing mechanism 
allowed the rake to be moved in the direction y normal to the 
heated wall with a resolution of 0.025 mm. The temperature 
measurement from each thermocouple was made dimen­
sionless with the overall temperature difference between the 
hot and cold walls 

T-T 
6 = -±- (3) 

T„-Tc 

By linear interpolation, the height x from the bottom where 6 
took values of 0.1, 0.2, . . . , 0.9 was calculated. Connecting 
points of equal 6 for different rake locations y produces con­
tours of constant 8 in the test cell. 

Since the traversing mechanism did not allow location of the 
rake closer than 25.4 mm from any vertical surface, an addi­
tional probe was used to measure temperature profiles in the 
boundary layer on the vertical heated wall of the enclosure. 
This single junction probe (also 0.08 mm, copper-constantan) 
inserted into the test cell through an angled sheath, allowed 
the probe to be placed in contact with the heated surface and 
traversed out from the surface. In this way, high spatial 
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resolution was achieved as needed in the thermal boundary 
layer. The ability to relocate the single probe at the exact loca­
tion where a junction of the rake probe had been located was 
indicated by an error in 9 of less than 0.01. 

The local heat flux on the heated wall was calculated by 
determining the temperature gradient at the wall from the 
measured boundary layer temperature profile. A least-squares 
fit of the five temperature measurements near the wall (at 
distance y = 0, 0.0508, 0.102, 0.152, and 0.203 mm) gives 
dd/dy at the wall. The local heat flux is then 

q{x)=-^-(T„-Tc)k (4) 
dy 

The correlation coefficient for this least-squares procedure 
was typically 0.99 + . Equation (4) can be cast in dimensionless 
form to produce the local Nusselt number 

q(x) H dd r 1 I 
Nu,= H" ' - - — = — - H \ (5) 

(Th-Txa) k dy L l - f l ^ J 

In [1], the bulk fluid temperature was defined as the area-
weighted average of the four isothermal wall temperatures 

Tb=~[NhwTh + (4-Nlm)Tc] (6) 

where Nh„ is the number of heated walls in the experiment. 
This definition was based on a heuristic argument rather than 
actual core fluid temperature measurements. As mentioned 
previously, it was shown in [1] that this choice of- bulk fluid 
temperature collapsed data for all heating/cooling configura­
tions onto one curve supporting our argument that the wall-to-
bulk temperature difference is the correct temperature dif­
ference to use in scaling heat transfer results in enclosures with 
complex thermal boundary conditions. In this paper we 
demonstrate that the bulk temperature defined by equation (6) 
is a good estimate of the actual average core temperature. 

Temperature measurement errors are < ±0.25°C, which 
produces an error in 6 of approximately ±0.01 for Th — Tc = 
28°C for the core temperature profile. This error resulted 
primarily because two data acquisition systems were used to 
facilitate data plotting during the measurement of core 
temperatures and there was some discrepancy in the 
temperature measured by each system. For the boundary layer 
measurements only one of the data acquisition systems was 
used, and the error in 6 is ±0.005 or less. Note that the finite 
size of the probe junction produces some loss in spatial resolu­
tion. A typical thermal boundary layer thickness was 2.5 mm, 
and the probe junction was approximately 0.48 mm or 19 per­
cent of the boundary layer thickness. 

It is interesting to note that making the thermocouple junc­
tion by spot welding produces a junction six times the 
diameter of the individual wires. The effect of this finite probe 
size is threefold. First, the boundary layer profiles are shifted 
away from the wall because the junction cannot be placed ex­
actly at the wall surface. Second, the probe will tend to in­
tegrate the temperature distribution over the physical extent of 
the junction. The first effect may be seen in the dimensionless 
boundary layer temperature profiles which appear to be 
shifted approximately one junction diameter from the heated 
wall. These boundary layer profiles were not corrected for this 
spatial shift. The second effect should have minimal effect 
since the junction is integrating over a linear portion of the 
temperature profile and the measured temperature should cor­
respond closely to that at the center of the junction. The third 
effect of finite probe size is displacement of the streamlines in 
areas of local velocity shear. Thwaifes [2] presents data and 
calculations for the magnitude of this displacement for pilot-
tube type probes and spheres. The controlling parameter is the 
dimensionless velocity gradient a = (r/U) (du/dy) where U is 
a free-stream velocity, r is the radius of curvature of the pilot 
tube or sphere, and du/dy is the local velocity gradient. 
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Fig. 1 Temperature distribution for z/W =0, y/L = 0.5 

Note that since our measurements were made in water where 
the velocity boundary layer is thicker than the temperature 
boundary layer, a velocity shear will exist over the entire ther­
mal boundary layer. Using classical solutions for natural con­
vection boundary layers on vertical heated plates and the 
probe diameter of 0.48 mm, one may show that the dimen­
sionless velocity gradient is approximately 0.01. From 
Thwaites' results, his Fig. XII.36 for example, it is clear that 
the probe used in the present study will cause a displacement 
of streamlines of less than 1 percent of the probe diameter, 
clearly negligible. 

To minimize errors caused by flow interference and to 
minimize probe conduction errors, the probe lead wires were 
encased in a 4-mm o.d. glass capillary tube. Assuming the lead 
wires are at the core fluid temperature where the glass tube 
joins the steel sheath, the error in indicated temperature 
caused by conduction along the wires is less than -0 .1°C, or 
an error in 6 of —0.004. Results were not corrected for this 
error. 

Results and Discussion 

Core temperature distributions were measured in planes 
defined by z/W = 0.0, 0.25, and 0.417, but are not presented 
here. The isotherm plots demonstrated that the core is essen­
tially stratified and the temperature profiles in the core are 
essentially one dimensional in nature. That is, the core 
temperature may be fully characterized by a vertical 
temperature gradient alone. For the plane z = 0 the center-line 
temperature profile (along the vertical line at y — L/2) and the 
center-line distribution for the geometry with two heated walls 
is shown in Fig. 1 along with the center-line temperature 
distribution in a two-dimensional enclosure [3, 4]. The three-
dimensional profile from the present work for a single heated 
wall appears to be shifted to low values of d relative to the two-
dimensional profiles, while the profile for two heated and two 
cooled walls compares favorably with the profiles shown in 
Fig. 1 for the two-dimensional enclosures. In the present ex­
periment, the three cooled walls and one heated wall force the 
bulk fluid temperature lower than geometries with equal 
heated and cooled areas. This is consistent with the heuristic 
argument used in [1] to show that the appropriate bulk fluid 
temperature should be that given by equation (6). 

Since the temperature profile in Fig. 1 is typical of the entire 
core, the average core temperature 6b may be calculated from 

( 6(x/H)d(x/H) (7) 
Jo 

Using the seven measurements of 6 in Fig. 1 and using the 
trapezoidal rule for integration, we find 

Journal of Heat Transfer MAY.1986, Vol. 108/473 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 2 Boundary layer temperature profiles: (1) x/H = 0.25, z/W = 0; (2) 
x/H = 0.5, z/W = 0.25; (3) x/H = 0.5, z/W = 0; (4) x/H = 0.75, z/W = 0 

db = 0.303 

From equation (6) for Nlm = 1 we have 

rA = (r„ + 3:rc)/4 

(8) 

(9) 

Inserting equation (9) into equation (3) we find 6(Tb) = 0.25, 
which is to be compared with 0.303 from equation (8). 
Repeating this procedure for the geometry with two heated 
walls we find an average, 6{Tb) = 0.44, whereas using the 
average of the four wall temperatures gives 6b = 0.50. In [1], 
we argued that the difference in temperature between the 
isothermal wall and the bulk flow temperature is the driving 
force for the flow in the boundary layer and hence heat 
transfer. This was confirmed by the heat transfer data. We 
have shown here that the choice of bulk fluid temperature, 
equation (6) used in [1], also compares favorably with the ac­
tual measured value. These results are restricted to the present 
geometry, i.e., vertical heated walls only. 

Boundary layer temperature profiles are shown in Fig. 2. 
All the profiles exhibit a large temperature gradient near the 
wall, reach a minimum near j ' = 2.8 mm, and increase slightly 
to asymptote to the core temperature for that height x at a 
distance from the heated wall of about 10 mm. The 
temperature minimum occurs only for enclosure flows and is 
apparently related to the interaction between the boundary 
layer and the stratified core fluid. It has been predicted 
numerically for air by Chen and Eichhorn [5] and Newell and 
Schmidt [6] and has been seen experimentally by Eckert and 
Carlson [7] in air, by Elder [8] in oils, by Ozoe et al. [4] in 
water, as well as by several other researchers. Note that in the 
profiles 9 (y = 0) < 1. This is the 6 shift described in the 
previous section due to the finite probe size. Core stratifica­
tion is also evident in the vertical shift in asymptote for the 
four temperature profiles. A lack of three-dimensional effect 
is demonstrated in the similarity of profiles number 2 and 3 
which were for the same height x, but z/W = 0.25 and 0.5, 
respectively. 

It is most convenient to present the local heat flux in terms 
of the local Nusselt number from equation (5). Following 
Cowan et al. [3], the local Rayleigh number is 
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Fig. 3 Local heat flux 

where the fluid properties are to be evaluated at the mean film 
temperature at height x. 

The local Nusselt number is plotted as a function of Rav in 
Fig. 3 for the configuration with one heated and three cooled 
walls. Boundary layer profiles were measured at x = 7.62, 
11.43, 15.24, 19.05, and 22.86 cm from the test cell floor at z 
= 0 and z/W = 0.417 to produce data at the five values of 
Rax shown in the figure. The five locations closest to the wall 
were used to determine the temperature gradient as discussed 
previously. In order to be consistent with Cowan et al. [3], 
fluid properties were evaluated at the mean temperature in the 
boundary layer at the appropriate height x in the test cell. 

There did not appear to be a large difference in Nux for the 
two values of z\ however, for z/W = 0.417 the two highest 
RaA. exhibited relatively large fluctuations in temperature, im­
plying turbulence. Also shown in the figure are the experimen­
tal data of Cowan [3] for a two-dimensional water-filled 
enclosure and the analytical solution of Chen and Eichhorn [5] 
for a vertical surface in a stratified body of fluid. For the lat­
ter, we used the measured core stratification for the configura­
tion with one heated and three cooled walls. 

The present data agree favorably with Cowan's data for an 
enclosure aspect ratio of 1.5 (the lowest he tested). Chen and 
Eichhorn's results exhibit a slope very nearly 1/4 but are at 
least 30 percent below the present data and Cowan's data. In 
the absence of more experimental data it may be difficult to 
draw firm conclusions at this point. However, since Chen and 
Eichhorn's analysis was for an isolated vertical surface, i.e., 
not for an enclosure, the comparison of the present results 
with Cowan's enclosure data would seem to confirm that the 
local behavior in the fully three-dimensional enclosure is 
similar to that in two-dimensional enclosures. 

Conclusions 

Detailed core temperature measurements in enclosures at 
high Rayleigh numbers show that, similar to two-dimensional 
enclosures, a three-dimensional enclosure exhibits core 
stratification. Temperature in the core varies only in the ver­
tical direction even when the geometry and thermal boundary 
conditions are strongly three dimensional, as in the present 
work. The distribution of core temperature is influenced by 
boundary conditions in a rather simple way. The distribution 
adjusts itself so that the average core temperature is approx­
imately equal to the average of the four wall temperatures. For 
the geometry tested with one heated wall and three cooled 
walls, the isotherms are shifted up relative to the two-
dimensional case, or the three-dimensional case with equal 
heated and cooled areas, giving a lower average core 
temperature. In the geometry tested with the two heated and 
two cooled walls, the temperature profile is close to previously 
published two-dimensional distributions. 

These results are to be expected since the boundary layers at 
the high Rayleigh numbers in this study are thin. This implies 
that the influence of the boundaries, especially the corners, is 
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only felt in a very small part of the enclosure flow. From the 
standpoint of building interiors, it appears that local as well as 
overall heat transfer may be estimated reasonably well from 
two-dimensional enclosure data. However, room temperature 
stratification is strongly dependent on boundary conditions 
and, therefore, cannot be determined from two-dimensional 
studies. 
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Liquefied Natural Gas (LNG) Plume Interaction With 
Storage Tanks 

K. M. Kothari1 and R. N. Meroney2 

Introduction 

Natural gas is a highly desirable source of energy for con­
sumption in the United States. Liquefied natural gas (LNG) is 
stored and transported at about - 162°C. If a storage tank or 
transfer pipe were to rupture and the contents spill out, rapid 
boiling of the LNG would ensue and liberation of a potential­
ly flammable vapor would result. Studies [1-5] have 
demonstrated that the cold LNG vapor plume will remain 
negatively buoyant for most conditions during the dispersion 
of concern. Thus, it represents a ground-level hazard. This 
hazard extends downwind from the spill until the atmosphere 
has diluted the LNG vapor below the lower flammability limit, 
a local concentration for methane below 5 percent by volume. 

This paper describes the experimental measurements of 
LNG and neutral density plume dispersion in the wake of a 
single cylindrical obstacle. Additional experiments with added 
tanks, buildings, and a shelterbelt are described elsewhere [3]. 
Laboratory tests were conducted at the field scale equivalent 
continuous LNG spill rate of 30 mVmin, two wind speeds, 4 
and 7 m/sec at 10 m equivalent height, and with neutral at­
mospheric stability. The experiments were performed with a 
single cylindrical model tank at scale ratio of 1:250. Con­
figuration 1 is the plane area source case. Configurations 2 to 
8 indicate the cylinder position upstream or downstream of the 
area source along the centerline. The cylinder positions were 0 

Project Manager, Gas Research Institute, Chicago, IL 60631; Mem. ASME. 
Professor, Fluid Mechanics and Wind Engineering Program, Colorado State 

University, Fort Collins, CO 80521; Mem. ASME. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
25, 1985. 

m, -250 m, -150 m, - 5 0 m, 50 m, 150 m, and 250 m for 
configurations 2 to 8, respectively. 

Experimental Facilities and Simulation Methods 

The Environmental Wind Tunnel at Colorado State Univer­
sity was used for all tests performed. This tunnel incorporates 
special features such as an adjustable ceiling, rotating turn­
tables, transparent boundary walls, and a long test section to 
permit reproduction of micrometeorological behavior at large 
scales. A circular area source having an equivalent diameter of 
75 m and a cylindrical tank having an equivalent height and 
diameter of 50 m were constructed. The source gas, 100 per­
cent argon (simulated LNG), or a mixture of 10 percent 
ethane, 4 percent carbon dioxide, and 86 percent nitrogen 
(simulated neutral density gas), was stored in a high-pressure 
cylinder and directed through a flowmeter into the circular 
area source mounted in the wind-tunnel floor. The area source 
was consructed so that the discharging gas would exit 
uniformly through it. 

Experiments on micrometeorological phenomenon requires 
the simulation of atmospheric boundary layer. This layer of 
the atmosphere is described mathematically by equations of 
conservation of mass, momentum, and energy [6]. Additional­
ly, it has been determined [7-9] that kinematics and dynamics 
of flow systems above a certain minimum Reynolds number 
are independent of its magnitude. The method of similitude 
[10] describes the scaling parameters needed for simulating 
LNG plume in the wind tunnel. These considerations lead to 
specifying equality of Froude number, volume flux ratio, and 
specific gravity. Since the thermally variable prototype gas 
was simulated by an isothermal simulation gas, the concentra­
tion measurements observed in the model must be scaled. This 
scaling technique is described elsewhere [2-5]. 

The velocity and turbulence intensity profiles were 
measured with a ThermoSystems, Inc. (TSI) 1050 constant 
temperature anemometer and a 1210 hot-film probe. During 
calibration of the single film anemometer, the anemometer 
voltage response values over the velocity range of interest were 
fitted to an expression of King's law [11] but with a variable 
exponent. The approach flow velocity profiles were measured 
at the location of the area source center. The average value of 
the velocity profile power-law exponent was 0.22. The average 
values of the prototype frictional velocity were 0.25 m/s and 
0.44 m/s corresponding to prototype wind speeds of 4 and 7 
m/s. The average value of the prototype surface roughness 
parameter was 4 cm. 

LNG simulation plume measurement were made with a rake 
of eight hot-wire aspirating probes. The basic principles gov­
erning the behavior of aspirating hot-wire probes are discussed 
elsewhere [12]. The eight instantaneous concentration probes 
were connected to an eight-channel TSI hot-wire anemometer 
system. The voltages from the TSI unit were conditioned for 
input to the analog-to-digital converter by a DC suppression 
circuit, a passive low-pass filter circuit tuned to 100 Hz, and 
an operational amplifier of gain five. The measurements of 
concentration with neutral density source were performed 
with a gas chromatograph having a flame ionization detector. 
The details of the concentration measurement techniques are 
described by Kothari et al. [3, 4]. 

Results and Discussion 

Figure 1 shows plots of ground-level mean concentration 
versus downwind distance for neutral density and LNG source 
gas. Concentration isopleths for selected simulations are 
displayed in Fig. 2. The highest concentrations were observed 
without any surface obstacle (configuration 1). The storage 
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only felt in a very small part of the enclosure flow. From the 
standpoint of building interiors, it appears that local as well as 
overall heat transfer may be estimated reasonably well from 
two-dimensional enclosure data. However, room temperature 
stratification is strongly dependent on boundary conditions 
and, therefore, cannot be determined from two-dimensional 
studies. 
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Natural gas is a highly desirable source of energy for con­
sumption in the United States. Liquefied natural gas (LNG) is 
stored and transported at about - 162°C. If a storage tank or 
transfer pipe were to rupture and the contents spill out, rapid 
boiling of the LNG would ensue and liberation of a potential­
ly flammable vapor would result. Studies [1-5] have 
demonstrated that the cold LNG vapor plume will remain 
negatively buoyant for most conditions during the dispersion 
of concern. Thus, it represents a ground-level hazard. This 
hazard extends downwind from the spill until the atmosphere 
has diluted the LNG vapor below the lower flammability limit, 
a local concentration for methane below 5 percent by volume. 

This paper describes the experimental measurements of 
LNG and neutral density plume dispersion in the wake of a 
single cylindrical obstacle. Additional experiments with added 
tanks, buildings, and a shelterbelt are described elsewhere [3]. 
Laboratory tests were conducted at the field scale equivalent 
continuous LNG spill rate of 30 mVmin, two wind speeds, 4 
and 7 m/sec at 10 m equivalent height, and with neutral at­
mospheric stability. The experiments were performed with a 
single cylindrical model tank at scale ratio of 1:250. Con­
figuration 1 is the plane area source case. Configurations 2 to 
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Project Manager, Gas Research Institute, Chicago, IL 60631; Mem. ASME. 
Professor, Fluid Mechanics and Wind Engineering Program, Colorado State 

University, Fort Collins, CO 80521; Mem. ASME. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
25, 1985. 

m, -250 m, -150 m, - 5 0 m, 50 m, 150 m, and 250 m for 
configurations 2 to 8, respectively. 

Experimental Facilities and Simulation Methods 

The Environmental Wind Tunnel at Colorado State Univer­
sity was used for all tests performed. This tunnel incorporates 
special features such as an adjustable ceiling, rotating turn­
tables, transparent boundary walls, and a long test section to 
permit reproduction of micrometeorological behavior at large 
scales. A circular area source having an equivalent diameter of 
75 m and a cylindrical tank having an equivalent height and 
diameter of 50 m were constructed. The source gas, 100 per­
cent argon (simulated LNG), or a mixture of 10 percent 
ethane, 4 percent carbon dioxide, and 86 percent nitrogen 
(simulated neutral density gas), was stored in a high-pressure 
cylinder and directed through a flowmeter into the circular 
area source mounted in the wind-tunnel floor. The area source 
was consructed so that the discharging gas would exit 
uniformly through it. 

Experiments on micrometeorological phenomenon requires 
the simulation of atmospheric boundary layer. This layer of 
the atmosphere is described mathematically by equations of 
conservation of mass, momentum, and energy [6]. Additional­
ly, it has been determined [7-9] that kinematics and dynamics 
of flow systems above a certain minimum Reynolds number 
are independent of its magnitude. The method of similitude 
[10] describes the scaling parameters needed for simulating 
LNG plume in the wind tunnel. These considerations lead to 
specifying equality of Froude number, volume flux ratio, and 
specific gravity. Since the thermally variable prototype gas 
was simulated by an isothermal simulation gas, the concentra­
tion measurements observed in the model must be scaled. This 
scaling technique is described elsewhere [2-5]. 

The velocity and turbulence intensity profiles were 
measured with a ThermoSystems, Inc. (TSI) 1050 constant 
temperature anemometer and a 1210 hot-film probe. During 
calibration of the single film anemometer, the anemometer 
voltage response values over the velocity range of interest were 
fitted to an expression of King's law [11] but with a variable 
exponent. The approach flow velocity profiles were measured 
at the location of the area source center. The average value of 
the velocity profile power-law exponent was 0.22. The average 
values of the prototype frictional velocity were 0.25 m/s and 
0.44 m/s corresponding to prototype wind speeds of 4 and 7 
m/s. The average value of the prototype surface roughness 
parameter was 4 cm. 

LNG simulation plume measurement were made with a rake 
of eight hot-wire aspirating probes. The basic principles gov­
erning the behavior of aspirating hot-wire probes are discussed 
elsewhere [12]. The eight instantaneous concentration probes 
were connected to an eight-channel TSI hot-wire anemometer 
system. The voltages from the TSI unit were conditioned for 
input to the analog-to-digital converter by a DC suppression 
circuit, a passive low-pass filter circuit tuned to 100 Hz, and 
an operational amplifier of gain five. The measurements of 
concentration with neutral density source were performed 
with a gas chromatograph having a flame ionization detector. 
The details of the concentration measurement techniques are 
described by Kothari et al. [3, 4]. 

Results and Discussion 

Figure 1 shows plots of ground-level mean concentration 
versus downwind distance for neutral density and LNG source 
gas. Concentration isopleths for selected simulations are 
displayed in Fig. 2. The highest concentrations were observed 
without any surface obstacle (configuration 1). The storage 
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Table 1 Comparison of downwind distance to a specific concentration 
against cylinder position 

Wind 
Speed 

(m/sec) 

4 
4 
4 

7 
7 
7 

LNG 
Boiloff Rate 

(m'/min) 

30 
30 
30 

30 
30 
30 

Concentration 

5% Mean 
2.5% Mean 
5% Peak 

5% Mean 
2.5% Mean 
5% Peak 

-250m 

1.25 
1.08 
1.01 

2.27 
1.75 
1.27 

-150m 

1.37 
1.25 
1.23 

2.86 
2.56 
1.92 

Rd) 
Cylinder at 

-50m 

3.57 
1.92 
1.75 

7.14 
4.35 
2.86 

Om 

1.60 
1.64 
1.41 

2.86 
3.33 
1.89 

50m 

1.45 
1.25 
1.23 

1.92 
1.89 
1.61 

150m 

1.27 
1.11 
1.12 

1.69 
1.67 
1.49 

250m 

1.25 
1.09 
1.03 

1.02 
1.12 
1.06 

(1)R = 
Longitudinal Distance without Obstacle 

Longitudinal Distance with Obstacle @ Specific Concentration Limit 

tank generated excess turbulence intensity [13-17], which 
resulted in additional mixing and corresponding plume dilu­
tion. For an LNG spill without tank the lateral plume spread 
was larger at 4 m/s wind speed than at 7 m/s wind. This 
resulted in higher concentration at 7 m/s wind speed as com­
pared to 4 m/s wind speed data. However, the 4 m/s wind 
speed gave higher concentrations as compared to 7 m/s wind 
speed data for an LNG spill when the storage tank interacted 
with the plume. The mean concentrations measured with 
neutral density plumes were about three to five times smaller 
in magnitude than those observed with LNG plumes. When 
the cylindrical tank was located upstream of the spill area, the 
initial dilution for LNG plume (measured at 100 m downwind) 
was generally two to three smaller than that for the neutral 
plume data. With the cylindrical tank upstream but close to 
the spill area the highest plume dilution was observed. 

Table 1 summarizes the ratios of distance to a specific con­
centration with no obstacle to that with an obstacle. The ratios 
ranged from one to seven under identical wind speed and 
boiloff conditions. It can be concluded that the effects of the 
obstacle are major for a distance from three to six times the 
height of the cylinder. These effects can be attributed to the 
recirculation zone behind the obstacle enhancing the disper­
sion of plumes. The entire heavy gas plume is modified by the 
cylinder wake when the cylinder is upstream of the spill area, 
whereas the plume divides and is only partly modified by the 
wake when the cylinder is downwind of the spill area. Greater 
dilution of the plume occurred with the cylinder upstream of 
the spill area. However, modifications of the flow structure 
upstream of the obstacle were also important and resulted in 
diluting the plume upstream. 

The LNG plume tends to have its maximum concentration 
off the centerline. For configuration 1 the deviation from 
centerline may be attributed to meandering of the plume from 
the wind-tunnel centerline due to a slight lateral nonuniformi-
ty of the flow. However, for the cylindrical tank interaction 
cases this deviation may be caused by: (1) higher turbulence in­
tensities in the wake of the tank resulting in higher entrain-
ment, (2) the horseshoe vortices [17] deflecting the ambient air 
downward from the top of the turbulent boundary layer along 
the centerline of the obstacle, or (3) the deflection of the 
plume laterally by the surface obstacle. 

Concluding Remarks 

This experimental study has shown that the dispersion of 
heavy or neutrally buoyant plume is remarkably different as a 
result of its interaction with the surface obstacle. Surface 

obstacles create a highly turbulent zone downwind of the 
obstacle and enhance the dispersion. This enhancement of 
dispersion is expected to reduce the potential hazards 
associated with the spills of LNG. 

References 

1 "LNG Safety Program, Interim Report on Phase II Work," Report on 
American Gas Association Project IS-3-1, Battelle-Columbus Laboratories, 
1974. 

2 Neff, D. E., Meroney, R. N., Cermak, J. E., "Wind Tunnel Study of 
Negatively Buoyant Plume Due to LNG Spill," Colorado State University 
Report No. CER76-77DEN-RNM-JEC22, 1976, p. 241. 

3 Kothari, K. M., Meroney, R. N., and Neff, D. E., "LNG Plume Interac­
tion With Surface Obstacles," Gas Research Institute Report No. GRI 80/0095, 
1981, p. 140. 

4 Kothari, K. M., and Meroney, R. N., "Accelerated Dilution of LNG 
Plumes With Fences and Vortex Generators," Gas Research Institute Report 
No. 81/0074, 1982. 

5 Meroney, R. N., Neff, D. E., Cermak, J. E., and Megahed, M., "Disper­
sion of Vapor From LNG Spills—Simulation in a Meteorological Wind Tun­
nel," Colorado State University Report No. CER76-77RNM-DEN-JEC-MM57, 
1977, p. 151. 

6 Cermak, J. E., "Applications of Fluid Mechanics to Wind Engineering, a 
Freeman Scholar Lecture," Fluid Engineering, Vol. 97, Ser. 1, No. 1, 1975, pp. 
9-38. 

7 Schlichting, H., Boundary Layer Theory, McGraw-Hill, New York, 1968. 
8 Zoric, D., and Sandborn, V. A., "Similarity of Large Reynolds Number 

Boundary Layers," Boundary-Layer Meteorology, Vol. 2, No. 3, 1982, pp. 
326-333. 

9 Halitsky, J., "Validation of Scaling Procedures for Wind Tunnel Model­
ing of Diffusion Near Buildings," New York University Report No. TR-69-8, 
1969. 

10 Kline, S. J., Similitude and Approximation Theory, McGraw-Hill, New 
York, 1965, p. 229. 

11 Sandborn, V. A., Resistance Temperature Transducers, Metrology Press, 
1972, p. 545. 

12 Kuretsky, W. H., "On the Use of an Aspirating Hot-Film Anemometer 
for the Instantaneous Measurement of Temperature,'" Master's Thesis, Depart­
ment of Mechanical Engineering, University of Minnesota, Minneapolis, MN, 
1967. 

13 Kothari, K. M., "Stability Stratified Building Wakes," Ph. D. Disserta­
tion, Civil Engineering Department, Colorado State University, Fort Collins, 
CO, 1979, p. 142. 

14 Woo, H. G. C , Peterka, J. A., and Cermak, J. E., "Wind Tunnel 
Measurements in the Wakes of Structures," Colorado State University Report 
No. CER75-76HGCW-JAP-JEC40, 1976. 

15 Castro, J. P., and Robins, A. G., "The Effects of a Thick Incident Boun­
dary Layer on the Flow Around a Small Surface Mounted Cube," Central Elec­
tricity Generating Board Report No. R/M/N795, England, 1975. 

16 Counihan, J., "An Experimental Investigation of the Wake Behind a 
Two-Dimensional Block and Behind a Cube in a Simulated Boundary Layer 
Flow," Central Electricity Generating Board Report No. RD/L/N115/71, 
England, 1971. 

17 Kothari, K. M., Meroney, R. N., and Peterka, J. A., "The Flow and Dif­
fusion Structure in the Wakes of Cylindrical Obstacles," 4th U.S. National 
Conference on Wind Engineering Research, Seattle, WA, July 26-29, 1981. 

Journal of Heat Transfer MAY1986, Vol. 108/477 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ignition of Bulk 302 Stainless Steel in Oxygen by Laser 
Heating 

Ke Nguyen1 and M. C. Branch1 

Introduction 

The effect of an oxidizing environment on the ignition 
characteristics of 300-series stainless steels has been in­
vestigated, largely because of their extensive high-temperature 
applications. Reynolds [1] resistively heated 302 SS ribbons in 
a pure oxygen environment at pressures ranging from 0.101 to 
0.811 MPa. It was found that 302 SS did not ignite but simply 
melted at 1650 to 1700 K. Dean and Thompson [2] ignited 
thin-walled tubular specimens of 300-series stainless steels by 
resistance heating in an atmosphere of either oxygen, carbon 
dioxide, or equal mixtures of these gases at pressures of 0.345, 
2.068, and 5.516 MPa. All of the 300-series stainless steels, 
such as 304 SS, 310 SS, 321 SS, and 347 SS, ignited within 
their melting range (1672-1694 K) in oxygen and mixtures of 
oxygen and carbon dioxide, at all pressures investigated. No 
ignition occurred, however, in a carbon dioxide environment. 
The discrepancies in the results of Reynolds and Dean and 
Thompson may arise from differences in heating rate and 
therefore the thickness of the oxide films. Higher heating rates 
could lead to melting without ignition, whereas lower heating 
and a thicker oxide layer could allow the specimen to maintain 
its integrity slightly above the melting temperature and even­
tually ignite. 

Bates et al. [3] studied the ignition behavior of V-notched 
302 SS in a high-velocity preheated oxygen flow. The specimen 
was resistively heated to a predetermined temperature and 
then fractured in the flowing oxygen at pressures ranging from 
2.026 to 6.890 MPa. If ignition occurred, the ignition 
temperature was assigned as the predetermined temperature. 
The ignition temperature obtained for 302 SS was a function 
of oxygen pressures ranging from 590 K at 6.890 MPa to 810 K 
at 2.026 MPa. These ignition temperatures are much lower 
than those of Dean and Thompson [2] because of the different 
method of investigation and different definition of ignition 
temperature. Differences among all of the studies cited suggest 
that a careful reconsideration of the development and onset of 
ignition of stainless steel is warranted. 

In the present study, the effect of oxygen pressure on the ig­
nition temperature of cylindrical 302 SS specimens ignited by a 
focused CW COz laser beam in a cool, static, oxygen environ­
ment was investigated. The ignition temperature of 302 SS was 
determined quantitatively from the specimen temperature 
history obtained from a fast response, near infrared, two-
color pyrometer [4]. The pyrometer was used to record the 
temperature history of a spot approximately 0.5 mm in 
diameter, located at the center of the cylindrical 302 SS 
specimen top surface. In this investigation, ignition signifies 
the phenomenon preceding the self-sustained combustion 
event. At ignition the specimen surface temperature increases 
rapidly from the heating rate trend generated by the external 
heat source. Earlier results of the ignition phenomena of bulk 
aluminum alloy using this apparatus have been reported [5,6]. 
Experimental Apparatus and Procedure 

Details of the apparatus and procedure used in the ignition 
study of 302 SS may be found elsewhere [4-6]; only a brief 
discussion is given here. The high-pressure combustion 
chamber consists of the main body and the top and bottom 
enclosures. The main body was cast from CA 15, a casting ver­
sion of 410 SS, whereas the enclosures were machined from 
410 SS. The combustion chamber has an internal diameter of 
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12 cm and a height of 23.5 cm, resulting in an internal volume 
of 2.6 L. 

The cylindrical 302 SS specimens (0.15 percent C, 2.0 per­
cent Mn, 1 percent Si, 8-10 percent Ni, 17-19 percent Cr, 
balance Fe) had a diameter of 5 mm and a height of 5 mm. For 
runs in which thermocouples were used, a thermocouple well 
0.635 mm in diameter was drilled axially at the bottom 
center of the specimen to within 0.254 mm from the top sur­
face. The cylindrical 302 SS specimen was placed in an 
aluminum oxide powder-lined well drilled in a graphite block. 
This block was placed on a foam firebrick which was mounted 
on the LVDT (Linear Variable Differential Transformer) mass 
sensor located at the center of the bottom enclosure of the 
combustion chamber. The complete arrangement is shown in 
Fig. 1. 

Ignition of the cylindrical 302 SS specimens was obtained by 
laser heating. The CW C 0 2 laser beam entered the combus­
tion chamber at the center of the top enclosure of the combus­
tion chamber. Before the laser beam entered the combustion 
chamber, it was focused by a zinc selenide lens. The focused 
laser beam had a diameter of approximately 5 mm and an inci­
dent average power density of approximately 3.560 MW/m2. 

The temperature measurement system consisted of the 
narrow-band, two-color pyrometer and thermocouples. The 
two-color pyrometer was used to record the temperature 
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Table 1 Ignition temperature of C0 2 laser-irradiated cylin­
drical 302 stainless steel SS specimens as a function of oxygen 
pressure 

Pressure, MPa 
0.345 
0.689 
1.724 
3.447 
5.171 

Average Ignition Temperature 
and Standard Deviation, K 

1736±19 
1682±32 ' 
1673 ±15 
1705 ±49 
1648 ±22 

Note: The melting temperature of 302 Stainless Steel is from 1672 to 
1694 K. 

history of a 0.5-mm-dia spot located at the center of the cylin­
drical 302 SS specimen top surface. The pyrometer operated in 
the near-infrared at two narrow spectral regions with a 
nominal bandwidth of 10 nm, centered at 0.951 and 1.06 fim. 
The two-color pyrometer has a maximum time response of 25 
lis and a temperature range from 1000 to 4000 K. Internal 
temperatures of the specimen were measured by W/5 percent 
Re versus W/26 percent Re and Pt versus Pt/10 percent Rh 
thermocouples. 

Results and Discussion 

The ignition and combustion tests were run in a cool, static 
oxygen environment at pressures ranging from 0.345 to 5.171 
MPa. A minimum of four experiments was conducted at each 
oxygen pressure to minimize the inherent random errors and 
to check the consistency of the surface temperature at ignition. 

Typical temperature curves for a laser-ignited cylindrical 
302 SS specimen are shown in Fig. 2. Also shown in Fig. 2 is 
the temperature of a spot approximately 0.30 mm below the 
specimen top surface as measured by a Pt versus Pt-10 percent 
Rh thermocouple. The differences in temperature between the 
two-color pyrometer and the thermocouple are within those 
predicted by a theoretical heat transfer model [5]. The com­
plete event can be divided into three distinct stages. Stage I 
begins with the start of specimen heating and terminates with 
ignition. This stage is characterized by the formation of an in­
creasingly thick and rough oxide shell. Prior to ignition, 
numerous hot spots develop on the specimen top surface due 
to localized cracking of the oxide scale. These hot spots are 
eventually extinguished perhaps due to the healing ability of 
the oxide scale by formation of a compact protective scale at 
the base of the crack. This healing ability of the oxide scale, 
however, eventually breaks down and one of the hot spots is 
able to develop into an ignition spot. If the laser heating is 
turned off prior to this point, the specimen will cool and not 
ignite. Once established, the ignition spot spreads across the 
whole specimen top surface and results in ignition of the 
specimen. The site at which the ignition spot develops varies in 
a statistically random manner. Stage II corresponds to a much 
faster oxidation rate between the molten alloy and the oxygen 
environment and will be referred to as combustion. The begin­
ning of stage II is marked by an increase in both specimen sur­
face temperature and light intensity. The beginning of this 
stage occurs within the melting range of the alloy (1672-1694 
K). Stage III is the cooling period for the oxidation products, 
during which there is a gradual drop in both temperature and 
light intensity. 

Although other interpretations of the ignition point are 
possible, in this investigation we have chosen to define ignition 
as the point at which there exists a change in the slope of the 
light intensity curve. The ignition temperature was obtained 
by developing a least-squares fit to the temperature curve for 
the final few seconds before the point of ignition. 

The effect of oxygen pressure on the ignition temperatures 
of laser-ignited cylindrical 302 SS specimen is shown in Table 
1. As seen in this table, 302 SS ignited within its melting range 
(1672-1694 K) at all oxygen pressures investigated. Results ob­

tained in the present investigation agreed quite well with those 
obtained by Dean and Thompson [2], even though in their 
study specimens were resistively heated to ignition. 
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Heat Transfer From a Yawed Finned Tube 

F. Sarnie1 and E. M. Sparrow1 

Nomenclature 

Nu = average Nusselt number, equation (1) 
Re = Reynolds number, equation (2) 
Tb = base tube temperature 
T„ = freestream temperature 

/3 = angular coordinate around circumference 
t] = fin efficiency 
6 = yaw angle (Fig. 1) 

Introduction 

The effect of yaw on forced convection heat transfer from a 
finned circular cylinder has, seemingly, not been heretofore 
investigated. Furthermore, even for the unfinned cylinder, the 
available experimental information on the effect of yaw does 
not appear to form a consensus. In the experiments of [1], as 
the cylinder orientation was varied fom crossflow (yaw angle 8 
of 0 deg) to a yaw of 60 deg relative to crossflow, the average 
Nusselt number decreased monotonically. On the other hand, 
in [2], the Nusselt number increased slightly in the range from 
6 = 0 to 15 deg and then decreased with further increases in 
yaw. Still another pattern was encountered in [3]. There, an 
initial decrease in the Nusselt number between the crossflow 
and the 30 deg yaw orientations was followed by a slight in­
crease and then by a decrease for yaw angles greater than 6 = 
50 deg. 

Over all, ignoring the aforementioned locally non­
monotonic behavior, the average Nusselt number decreased as 
the cylinder orientation was varied from crossflow toward 
parallel flow. (Note that the foregoing discussion was not con­
cerned with fine wires, for which results are surveyed in [4].) 

With the foregoing as background, experiments were under-
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Table 1 Ignition temperature of C0 2 laser-irradiated cylin­
drical 302 stainless steel SS specimens as a function of oxygen 
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1694 K. 

history of a 0.5-mm-dia spot located at the center of the cylin­
drical 302 SS specimen top surface. The pyrometer operated in 
the near-infrared at two narrow spectral regions with a 
nominal bandwidth of 10 nm, centered at 0.951 and 1.06 fim. 
The two-color pyrometer has a maximum time response of 25 
lis and a temperature range from 1000 to 4000 K. Internal 
temperatures of the specimen were measured by W/5 percent 
Re versus W/26 percent Re and Pt versus Pt/10 percent Rh 
thermocouples. 
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oxygen environment at pressures ranging from 0.345 to 5.171 
MPa. A minimum of four experiments was conducted at each 
oxygen pressure to minimize the inherent random errors and 
to check the consistency of the surface temperature at ignition. 
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the temperature of a spot approximately 0.30 mm below the 
specimen top surface as measured by a Pt versus Pt-10 percent 
Rh thermocouple. The differences in temperature between the 
two-color pyrometer and the thermocouple are within those 
predicted by a theoretical heat transfer model [5]. The com­
plete event can be divided into three distinct stages. Stage I 
begins with the start of specimen heating and terminates with 
ignition. This stage is characterized by the formation of an in­
creasingly thick and rough oxide shell. Prior to ignition, 
numerous hot spots develop on the specimen top surface due 
to localized cracking of the oxide scale. These hot spots are 
eventually extinguished perhaps due to the healing ability of 
the oxide scale by formation of a compact protective scale at 
the base of the crack. This healing ability of the oxide scale, 
however, eventually breaks down and one of the hot spots is 
able to develop into an ignition spot. If the laser heating is 
turned off prior to this point, the specimen will cool and not 
ignite. Once established, the ignition spot spreads across the 
whole specimen top surface and results in ignition of the 
specimen. The site at which the ignition spot develops varies in 
a statistically random manner. Stage II corresponds to a much 
faster oxidation rate between the molten alloy and the oxygen 
environment and will be referred to as combustion. The begin­
ning of stage II is marked by an increase in both specimen sur­
face temperature and light intensity. The beginning of this 
stage occurs within the melting range of the alloy (1672-1694 
K). Stage III is the cooling period for the oxidation products, 
during which there is a gradual drop in both temperature and 
light intensity. 

Although other interpretations of the ignition point are 
possible, in this investigation we have chosen to define ignition 
as the point at which there exists a change in the slope of the 
light intensity curve. The ignition temperature was obtained 
by developing a least-squares fit to the temperature curve for 
the final few seconds before the point of ignition. 

The effect of oxygen pressure on the ignition temperatures 
of laser-ignited cylindrical 302 SS specimen is shown in Table 
1. As seen in this table, 302 SS ignited within its melting range 
(1672-1694 K) at all oxygen pressures investigated. Results ob­

tained in the present investigation agreed quite well with those 
obtained by Dean and Thompson [2], even though in their 
study specimens were resistively heated to ignition. 
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t] = fin efficiency 
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Introduction 

The effect of yaw on forced convection heat transfer from a 
finned circular cylinder has, seemingly, not been heretofore 
investigated. Furthermore, even for the unfinned cylinder, the 
available experimental information on the effect of yaw does 
not appear to form a consensus. In the experiments of [1], as 
the cylinder orientation was varied fom crossflow (yaw angle 8 
of 0 deg) to a yaw of 60 deg relative to crossflow, the average 
Nusselt number decreased monotonically. On the other hand, 
in [2], the Nusselt number increased slightly in the range from 
6 = 0 to 15 deg and then decreased with further increases in 
yaw. Still another pattern was encountered in [3]. There, an 
initial decrease in the Nusselt number between the crossflow 
and the 30 deg yaw orientations was followed by a slight in­
crease and then by a decrease for yaw angles greater than 6 = 
50 deg. 

Over all, ignoring the aforementioned locally non­
monotonic behavior, the average Nusselt number decreased as 
the cylinder orientation was varied from crossflow toward 
parallel flow. (Note that the foregoing discussion was not con­
cerned with fine wires, for which results are surveyed in [4].) 
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Fig 1 The finned tube in place in the wind tunnel 

taken to determine how the heat transfer from a finned cir­
cular cylinder responds to yaw. The experiments were per­
formed for crossflow and for yaw angles of 20 and 40 deg. At 
each orientation, the freestream Reynolds number (based on 
the diameter of the fin base tube) was varied from 7600 to 
34,000. In addition to the average Nusselt number, results will 
also be presented for the fin efficiency and for the cir­
cumferential temperature distribution in the base tube. 

Experimental Apparatus 

A schematic diagram showing the finned tube in place in a 
wind tunnel is presented in Fig. 1. As seen there, the finned 
tube was a composite structure consisting of a heated test sec­
tion flanked at either end by a guard heater and by a diago­
nally cut section (the angle adaptor) used to set the angle of 
yaw. The test and guard sections were common to all of the in­
vestigated orientations, with a different angle adaptor used for 
each. 

The finned tube was equipped with annular fins which were 
made integral with the base tube in order to avoid thermal 
contact resistance. This was accomplished by fabricating the 
finned tube from a solid rod and circumferentially grooving 
the surface of the rod to create the interfin spaces. The test 
and guard heater sections were made of aluminum, chosen for 
its high thermal conductivity, low radiative emissivity, and 
easy machinability. For the angle adaptors, which served both 
to support the heated portion of the apparatus and to insulate 
it from the wind tunnel walls, Delrin, a free-machining plastic, 
was used. 

The respective aluminum and Delrin sections had been 
bored along their axes to provide the finned tube with a hollow 
center. Individual, separately controlled, uniformly wound 
heater cores were installed in the test section and in the guard 
sections. The heater cores were, themselves, hollow to enable 
the passage of power leads and thermocouple wires, which 
were drawn out of the apparatus through the angle adaptors. 

The external dimensions of all components of the finned 
tube were made identical, so that the assembled tube was 
hydrodynamically continuous along its length. The key exter­
nal dimensions are 

fin tip diameter Df = 5.715 cm 
base tube diameter D = 3.175 cm 
interfin gap S = 0.3175 cm 
fin thickness t = 0.1058 cm 
fins per inch = 6 

The wall thickness of the aluminum base tube, 0.635 cm, was 

chosen to help minimize temperature variations. The overall 
axial length of the test and guard sections was 28.89 cm, while 
the lengths of the angle adaptors corresponding to a given 
orientation were selected to accommodate the 30.48 cm height 
of the wind tunnel. 

The test section portion of the tube was equipped with eight 
thermocouples, and three thermocouples were installed in 
each of the guard sections. The thermocouple junctions were 
situated about 0.076 cm from the surface of the tube exposed 
to the airflow in the interfin space. By design, the test section 
and guard heaters could be rotated as a unit about the axis of 
the tube, enabling the thermocouples to be positioned at any 
circumferential location relative to the freestream direction. 
For the present experiments, temperature measurements were 
made at 30 deg intervals around the circumference. 

During each data run, the temperatures of the adjacent por­
tions of the test section and the guard heaters were matched, 
thereby eliminating extraneous axial heat losses from the test 
section. To increase the sensitivity of the temperature-
matching procedure, Delrin spacers illustrated in Fig. 1 were 
positioned between the respective ends of the test section and 
the guard heaters. 

The freestream temperature was measured by a pair of ther­
mocouples situated just forward and to the side of the finned 
tube, while the freestream velocity was determined with the 
aid of an impact probe and wall static tap, also positioned for­
ward and to the side of the tube. The finned tube was situated 
midway between the sidewalls of the 30.48 x 60.96 cross sec­
tion (height x width) of the wind tunnel. In the crossflow 
orientation (i.e., zero yaw), the cylinder was vertical. The 
degree of yaw is defined by the angle 6 between the freestream 
velocity vector and the normal to the cylinder axis, as il­
lustrated in Fig. 1. In the Reynolds number range of the ex­
periments, the turbulence level of the wind tunnel was about 
0.4 percent. 

Results and Discussion 

Data Reduction. The average heat transfer coefficient and 
Nusselt number for the test section were evaluated from 

h = Q/(Tb-Ta)(Ab + r,Af), Nu = hD/k (1) 

In the h equation, Q represents the rate of convective heat 
transfer from the test section to the airflow. Extraneous con­
duction losses from the test section were suppressed by the 
guard heaters, and the radiative transfer was estimated and 
found to be negligible. Consequently, Q was evaluated directly 
from the electric power input to the test section heater. The 
quantity (Tb — T„) is the circumferential-average tem­
perature difference between the base tube and the freestream. 
As will be demonstrated later, the circumferential variations 
of (Tb — T„) were not large, ranging from 2-3 percent to 6-7 
percent about the mean, depending on the orientation of the 
finned tube and on the Reynolds number. 

The other quantities in the h equation are the exposed area 
A b of the base tube, the fin surface area Af (including both the 
annular surfaces and the tips), and the fin efficiency ?j. The 
latter is unknown and was determined by an iterative process. 
To begin the iteration, h was evaluated from equation (1) 
under the assumption that T\ = 1. Then, with h and with the 
dimensions and thermal conductivity of the fins, i? was read 
from Table 2-2 of [5]. This r\ value was introduced into equa­
tion (1), and a new h was evaluated. This h enabled a new -q to 
be read from the table, and the process was continued until 
convergence. 

The fin analysis which is the basis of Table 2-2 of [5] is the 
conventional one in which the local heat transfer coefficient is 
assumed uniform along the faces of the fin. In reality, in most 
fin configurations, the local coefficient will vary with posi-
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tion, casting some uncertainty on the accuracy of the 17 values. 
For the present experiments, the r\ values were generally close 
to unity, ranging from 0.93 to 0.98. In view of this, it is be­
lieved that the uncertainties in r; did not have a significant ef­
fect on the heat transfer coefficients evaluated from the ex­
perimental data. 

The fluid flow aspects of the problem were expressed in 
terms of the Reynolds number 

Re=UmD/v (2) 

In this equation, Ux is the freestream velocity upstream of the 
finned tube, and D is the diameter of the base tube. Both the 
kinematic viscosity v in equation (2) and the thermal conduc­
tivity k in equation (1) were evaluated at the reference 
temperature lA(Tb + T„). 

Nusselt Numbers. The finned tube Nusselt numbers are 
plotted in Fig. 2 as a function of the freestream Reynolds 
number in the range from 7600 to 34,000. Results are 
presented for the crossflow orientation (0 = 0 deg) and for 
yaw angles 6 of 20 and 40 deg. For a given freestream 
Reynolds number, the figure shows that the smallest value of 
the Nusselt number occurs when the finned tube is in 
crossflow and that, as the tube is yawed relative to crossflow, 
the Nusselt number increases. The yaw-related increases in the 
Nusselt number are in the 20-30 percent range (depending on 
the Reynolds number) and are, therefore, substantial. It may 
also be noted that the Nusselt number is more responsive to 
yaw at smaller yaws (0-20 deg) than at larger yaws (20-40 
deg). 

It is relevant to compare the just-described response of a 
finned tube to yaw with the response of an unfinned tube. As 
indicated in the Introduction, there is an overall trend for the 
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Nusselt number of the unfinned tube to decrease with increas­
ing yaw, although the decrease is not necessarily monotonic. 
In broad terms, this decrease may be attributed to the decrease 
of the crossflow velocity component £/„ cos0 with increasing 
yaw (i.e., increasing 6). The fact that the response of the 
finned tube to yaw is just opposite to that of the unfinned tube 
(i.e., an increase in Nusselt number rather than a decrease) is 
worthy of note. This response requires the activation of 
enhancement mechanisms to counteract the aforementioned 
decrease in the crossflow velocity component. 

In the absence of fluid flow measurements, the specifics of 
such enhancement mechanisms are, necessarily, conjectural. 
One such mechanism is believed to be eddy shedding from the 
tilted fin tips and the transport of the eddies into the interfin 
spaces. Also, it is possible that at moderate yaw angles (i.e., 
the range investigated here), the fluid may encounter less 
resistance to its entry into the interfin spaces than at zero yaw. 

Fin Efficiency. Figure 3 conveys the results for the fin effi­
ciency r/. The trends displayed by these results are consistent 
with the principle that for fixed fin dimensions and thermal 
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conductivity, the efficiency decreases as the convective heat 
transfer coefficient increases. Since the heat transfer coeffi­
cient is lowest for the crossflow orientation and increases with 
increasing yaw (Fig. 2), so, then, is the efficiency highest for 
crossflow, decreasing with yaw. By the same token, the effi­
ciency decreases with increasing Reynolds number at a fixed 
orientation. Furthermore, for the same reason, the efficiency 
is more sensitive to Reynolds number at larger yaw and is 
more sensitive to yaw at larger Reynolds numbers. 

In general, the t\ values for the present experiments did not 
deviate significantly from unity, which is consistent with the 
use of high thermal conductivity, moderately thick fins. Over 
all, the efficiency ranged from 0.93 to 0.98, a variation 
primarily due to the variation of the Reynolds number. At the 
very most, the yaw-related variation of ij was about Wi 
percent. 

Circumferential Temperature Distributions. Representative 
results for the circumferential distribution of the base tube 
temperature are presented in Figs. 4 and 5, respectively, for 
crossflow and for d = 40 deg yaw. In each figure, the local 
tube-to-freestream temperature difference (Tb — T^,) is plot­
ted as a function of the coordinate /3 which specifies the 
angular position around the circumference of the tube, with /3 
= 0 deg at the forward stagnation point and /3 = 180 deg at 
the rear stagnation point. On the ordinate, the local 
temperature difference is normalized by the circumferential-
average temperature difference {Tb — Ta). 

Each figure contains data for several representative 
Reynolds numbers in the investigated range. The data were 
collected at 30 deg intervals around the circumference, but, 
owing to symmetry, only the range between (3 = 0 and 180 deg 
need be considered in the figures. The data points have been 
connected by straight-line segments in order to provide 
continuity. 

In general, the tube wall temperature is lowest at the for­
ward stagnation point and increases steadily toward the rear 
of the tube. The circumferential distribution of (Tb — T„) 
may also be regarded as an index of the circumferential 
distribution of the local heat transfer coefficient. Low values 
of the temperature difference correspond to high values of the 
transfer coefficient and vice versa. These relationships are, 
however, strictly qualitative, since the convective heat flux is 
not circumferentially uniform due to heat conduction in the 
tube wall. 

The figures indicate that the extent of the circumferential 
variations is qualitatively related to the magnitude of the 
average Nusselt number, with larger variations at higher 
Nusselt numbers. Thus, the circumferential variations increase 
as the Reynolds number increases (at a fixed orientation) and 
as the yaw angle increases (at a fixed Reynolds number). The 
actual extent of the circumferential variations is modest—con­
sistent with the use of a moderately thick-walled, highly con­
ducting base tube. For example, in Fig. 4, the deviations from 
the mean are 3-5 percent in the front of the tube and 2-4 per­
cent at the rear. 
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An Empirical Correlation for the Average Heat 
Transfer Coefficient in Circular Tubes 

M. Molki1 and E. M. Sparrow2 

Nomenclature 
Ax = mass transfer area for a tube of 

length X 
a = coefficient in equation (7) 
b = exponent in equation (7) 
C = coefficient in equation (1) 
D = inside diameter of tube 
SD = mass diffusion coefficient 

Kx = average mass transfer coefficient 
over the length X of the tube 

LMDD = logarithmic mean density dif­
ference, equation (3) 

Mx = rate of mass transfer for a tube 
of length X 

Nu = average Nusselt number over the 
length X of the tube 

Nuyy = fully developed Nusselt number 
Nux = local Nusselt number 

Pr = Prandtl number 
Re = Reynolds number 
Sc = Schmidt number 

Sh = average Sherwood number over 
the length X of the tube 

Shfd = fully developed Sherwood 
number 

X = axial coordinate (X=0 cor­
responds to the tube inlet) 

pnbfi = naphthalene vapor density in 
bulk at the tube inlet 

Pnb.x = naphthalene vapor density in 
bulk at station X 

pmv = naphthalene vapor density at 
wall 

Introduction 
The heat transfer characteristics of turbulent flow in cir­

cular tubes with simultaneous velocity and temperature 
development have been the subject of study by a number of 
investigators. Although a thorough understanding of the 
problem requires a knowledge of the local transfer coef­
ficients, it is the average values that are more often needed in 
practice. 

The objective of the present work is to evaluate the average 
heat transfer coefficient for relatively short circular tubes 
having a sharp-edged inlet and to develop a new and relatively 
simple empirical correlation for these results. An existing 
correlation corresponding to simultaneously developing 
velocity and temperature profiles, which has appeared in a 
number of heat transfer textbooks [1, 2], is 

Nu/Nu / d = 1 + C/(X/D) (1) 

where Nu and Nuy-rf, respectively, denote the average and fully 
developed Nusselt numbers, X/D is the normalized axial 
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conductivity, the efficiency decreases as the convective heat 
transfer coefficient increases. Since the heat transfer coeffi­
cient is lowest for the crossflow orientation and increases with 
increasing yaw (Fig. 2), so, then, is the efficiency highest for 
crossflow, decreasing with yaw. By the same token, the effi­
ciency decreases with increasing Reynolds number at a fixed 
orientation. Furthermore, for the same reason, the efficiency 
is more sensitive to Reynolds number at larger yaw and is 
more sensitive to yaw at larger Reynolds numbers. 

In general, the t\ values for the present experiments did not 
deviate significantly from unity, which is consistent with the 
use of high thermal conductivity, moderately thick fins. Over 
all, the efficiency ranged from 0.93 to 0.98, a variation 
primarily due to the variation of the Reynolds number. At the 
very most, the yaw-related variation of ij was about Wi 
percent. 

Circumferential Temperature Distributions. Representative 
results for the circumferential distribution of the base tube 
temperature are presented in Figs. 4 and 5, respectively, for 
crossflow and for d = 40 deg yaw. In each figure, the local 
tube-to-freestream temperature difference (Tb — T^,) is plot­
ted as a function of the coordinate /3 which specifies the 
angular position around the circumference of the tube, with /3 
= 0 deg at the forward stagnation point and /3 = 180 deg at 
the rear stagnation point. On the ordinate, the local 
temperature difference is normalized by the circumferential-
average temperature difference {Tb — Ta). 

Each figure contains data for several representative 
Reynolds numbers in the investigated range. The data were 
collected at 30 deg intervals around the circumference, but, 
owing to symmetry, only the range between (3 = 0 and 180 deg 
need be considered in the figures. The data points have been 
connected by straight-line segments in order to provide 
continuity. 

In general, the tube wall temperature is lowest at the for­
ward stagnation point and increases steadily toward the rear 
of the tube. The circumferential distribution of (Tb — T„) 
may also be regarded as an index of the circumferential 
distribution of the local heat transfer coefficient. Low values 
of the temperature difference correspond to high values of the 
transfer coefficient and vice versa. These relationships are, 
however, strictly qualitative, since the convective heat flux is 
not circumferentially uniform due to heat conduction in the 
tube wall. 

The figures indicate that the extent of the circumferential 
variations is qualitatively related to the magnitude of the 
average Nusselt number, with larger variations at higher 
Nusselt numbers. Thus, the circumferential variations increase 
as the Reynolds number increases (at a fixed orientation) and 
as the yaw angle increases (at a fixed Reynolds number). The 
actual extent of the circumferential variations is modest—con­
sistent with the use of a moderately thick-walled, highly con­
ducting base tube. For example, in Fig. 4, the deviations from 
the mean are 3-5 percent in the front of the tube and 2-4 per­
cent at the rear. 
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An Empirical Correlation for the Average Heat 
Transfer Coefficient in Circular Tubes 

M. Molki1 and E. M. Sparrow2 

Nomenclature 
Ax = mass transfer area for a tube of 

length X 
a = coefficient in equation (7) 
b = exponent in equation (7) 
C = coefficient in equation (1) 
D = inside diameter of tube 
SD = mass diffusion coefficient 

Kx = average mass transfer coefficient 
over the length X of the tube 

LMDD = logarithmic mean density dif­
ference, equation (3) 

Mx = rate of mass transfer for a tube 
of length X 

Nu = average Nusselt number over the 
length X of the tube 

Nuyy = fully developed Nusselt number 
Nux = local Nusselt number 

Pr = Prandtl number 
Re = Reynolds number 
Sc = Schmidt number 

Sh = average Sherwood number over 
the length X of the tube 

Shfd = fully developed Sherwood 
number 

X = axial coordinate (X=0 cor­
responds to the tube inlet) 

pnbfi = naphthalene vapor density in 
bulk at the tube inlet 

Pnb.x = naphthalene vapor density in 
bulk at station X 

pmv = naphthalene vapor density at 
wall 

Introduction 
The heat transfer characteristics of turbulent flow in cir­

cular tubes with simultaneous velocity and temperature 
development have been the subject of study by a number of 
investigators. Although a thorough understanding of the 
problem requires a knowledge of the local transfer coef­
ficients, it is the average values that are more often needed in 
practice. 

The objective of the present work is to evaluate the average 
heat transfer coefficient for relatively short circular tubes 
having a sharp-edged inlet and to develop a new and relatively 
simple empirical correlation for these results. An existing 
correlation corresponding to simultaneously developing 
velocity and temperature profiles, which has appeared in a 
number of heat transfer textbooks [1, 2], is 

Nu/Nu / d = 1 + C/(X/D) (1) 

where Nu and Nuy-rf, respectively, denote the average and fully 
developed Nusselt numbers, X/D is the normalized axial 
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coordinate, and C is a constant which depends on the inlet 
geometry (e.g., C = 6 for sharp-edged inlet [1]). As stated [1, 
2), equation (1) is applicable to tubes with length greater than 
the entry length (about 20 diameters or more) and, as will be 
discussed later in the paper, fails to predict heat transfer in the 
developing region. 

Also available in the literature is_a correlation reported by 
Al-Arabi [3] for the variation of Nu/Nu/rf with X/D in a 
circular tube with a sharp-edged entrance, which is purported 
to be valid for X/D > 3. It is noteworthy that the functional 
form of Al-Arabi's correlation is identical to equation (1) 
provided that C is replaced by 1.683(X/£>)0-423. 

The results reported in this paper are based on the ex­
perimental data of an earlier work published by the authors 
[4], As detailed there, heat transfer coefficients were obtained 
from mass transfer results by the application of the analogy 
between the two processes. During the mass transfer ex­
periments, the concentration of the transferred species at the 
tube wall was maintained uniform, which is analogous to a 
tube with a uniform wall temperature boundary condition. 
The particular mass transfer technique employed is the well-
known naphthalene sublimation technique. It should be noted 
that the Schmidt number for sublimation of naphthalene is 
2.5, which corresponds to a Prandtl number of 2.5 in the 
similar heat transfer process. The average Nusselt numbers 
are reported for Reynolds numbers ranging from 9000 to 
88,000. 

Data Reduction 
The average mass transfer coefficient Kx for the length of 

tube between X=Q and X=X was evaluated from the 
defining equation 

tfx = (M,A4,)/(LMDD) (2) 

In this equation, Mx is the rate of mass transfer for the length 
X, which is directly obtainable from the experimental data, 
and LMDD is the logarithmic mean density difference defined 
as 

LMDD = [(p„w - p„bfi) - (p„„ - pnbiX) ] 

/ln[(p„w - P„6,O)/(P„,V - Pnb,x)] (3) 

where pnw and p„b are the vapor densities of the transferred 
species (naphthalene) at the tube wall and in the bulk of the 
fluid, respectively. The subscript 0 refers to the tube inlet and 
X refers to quantities evaluated at a distance X from the inlet. 
Since the fluid entering the tube was free of naphthalene, pnb 0 

is zero and equation (3) reduces to 

LMDD = p„M/ln[p„)v/(pmi, - p„bJ] (4) 

By using equations (2) and (4), the average mass transfer 
coefficients are determined and may be represented in 
dimensionless form in terms of the Sherwood number 

Sh = KXD/T> (5) 

in which £> is the mass diffusion coefficient. With the aid of 
equations (2)-(5), and for a fixed Reynolds number, Sh was 
determined at 21 different tube lengths ranging from 
X=0.22D to 19.08Z). The calculations were performed for 
five Reynolds numbers spanning the range between 9000 and 
88,000. 

Results and Discussion 
The average Nusselt numbers for Reynolds numbers of 

9000 and 88,000 are plotted in the lower diagram of Fig. 1. In 
this figure, the abscissa X/D is the dimensionless axial 
distance from the tube inlet over which average coefficients 
were determined. The Nusselt numbers are normalized by the 
fully developed values at the same Reynolds number. Thus, 
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Fig. 1 Variation of the average Nusselt number and the coefficient C 
with X/D 

the ordinate in Fig. 1 indicates the degree of deviation from 
the fully developed values. 

An overall examination of the figure indicates a common 
shape of the Nu/Nu/d versus X/D distribution curves for both 
Reynolds numbers. Starting at the inlet of the tube with a 
value moderately greater than the fully developed value, the 
Nusselt number increases rapidly to a maximum, whereupon 
it begins to decrease and, farther downstream, tends to ap­
proach the fully developed value of Nu = Nu / d . This trend is 
consistent with the flow field in the vicinity of the sharp-edged 
tube entrance, where flow separation, reattachment, and 
redevelopment occur. The disturbance caused by the 
separation ensures that the redeveloping flow is turbulent. 

Also shown in Fig. 1 are representations of equation (1) and 
of the correlation reported by Al-Arabi [3] for Re > 7000 and 
tubes longer than three diameters (i.e., X/D>3). As discussed 
in his paper, Al-Arabi evaluated Nu from 

Nu = (lAY)f NuxdX (6) 

and employed graphic integration to determine Nu from the 
local values of Nux reported by other investigators [5, 6, 7] 
for a sharp-edged inlet. As seen in Fig. 1, for large values of 
X/D and Re, the results of the present work are in good 
agreement with those of [3]; however, closer to the tube inlet, 
where extraneous heat transfers are normally significant for 
low Reynolds numbers, the average Nusselt numbers of the 
present work for Re = 9000 are generally higher. The ex­
traneous heat transfers may be due to conductive contact at 
the upstream end of the tube with structural elements and, 
perhaps, with electrical power leads. Note that in the present 
mass transfer experiments, such extraneous transfers do not 
occur. Another cause of the deviations is that Sh obtained 
from equations (2)-(5) cannot, in principle, be equal to Sh 
from the mass transfer counterpart of equation (6). As seen in 
Fig. 1, the predictions based on equation (1) are not in 
agreement with the results and, therefore, it may be con­
cluded that equation (1) is not valid in the entry region of the 
tube. 

Attention is now turned to the upper diagram of Fig. 1, 
where the so-called constant C of equation (1) is plotted as a 
function of X/D for the two Reynolds numbers. The values of 
C were determined from equation (1) and from the present 
values of Nu/Nu / d at various X/D. As indicated in the figure, 
C increases rapidly with X/D in the initial part of the entry 
region, and it also depends on the Reynolds number. 
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Re = 

Table 1 Comparison of experimental data with the predictions of 
equation (7) 

9000 22,000 30,000 44,000 88,000 

X/D 

2.19 

2.58 

3.16 

4.71 

6.27 

8.21 

11.31 

14.41 

17.52 

19.08 

(O* 

2.59 

2.39 

2.19 

1.86 

1.69 

1.55 

1.43 

1.35 

1.30 

1.28 

(2)** 

2.48 

2.35 
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1.89 
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1.35 
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1.27 

Error 

% 
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0 

0 

1 

(1) 

2.32 

2.17 

2.00 

1.73 

1.59 

1.48 

1.37 

1.31 

1.27 

1.25 
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2.11 
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1.47 

1.36 

1.29 

1.24 
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Error 
X 
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2 

(1) 

2.25 

2.10 

1.95 

1.70 

1.57 

1.46 

1.36 

1.30 

1.26 
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(2) 

2.15 

2.05 

1.93 

1.71 

1.57 
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1.25 

1.23 

Error 

% 
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2.17 

2.04 

1.90 

1.67 

1.55 

1.45 

1.36 

1.30 

1.26 

1.24 

(2) 

2.17 

2.07 

1.94 

1.72 

1.60 

1.50 

1.39 

1.33 

1.29 

1.27 

Error 
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2.07 

1.97 
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1.38 
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1.94 
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J_ 
10 

I _l_ I I I I 11 
50 100 

Re«10"J 

Fig. 2 The coefficient a of the correlation equation (7) 

0.9 

0.8 

0.7 

0.6 

i 1 r i 1 i 1 r 
b= -2 .08»10~ 6 Re*0.815 

J I L J_ J L 
O 20 40 60 80 100 

Re -10"3 

Fig. 3 The exponent b of the correlation equation (7) 

Downsteam, however, it appears that the C values approach 
asymptotically to the constant value of 6. 

Also shown in the upper diagram of Fig. 1 are the values of 
C predicted by Al-Arabi [3] for Reynolds numbers greater 
than 7000 and X/D>3. As seen there, the agreement between 
the C distributions is qualitatively good; both support the fact 
that C is a strong function of X/D. The results of the present 
investigation, however, point to an additional fact, namely, 
the dependence of C on Reynolds number. It is, therefore, 
concluded that equation (1) does not accurately represent the 
average heat transfer coefficient for X/D<20 in the entry 
region of the tube, and a new correlation must be found that is 
valid for a wide range of X/D and also takes the effect of 
Reynolds number into account. 

To achieve this objective, the data shown in Fig. 1 were fit 
with a least-squares curve having the equation 

Nu/Nu/rf = l +a/(X/D)L 

where the variables a and b are functions of Reynolds 
number, as shown in Figs. 2 and 3. Examination of these 
figures suggests a linear relationship between the Reynolds 
number and the variables a and b in their respective system of 
coordinates. The least-squares fits for a and b are 

a = 23.99Re" -2.08 x 10-6Re + 0.815 (8) 

As shown in Fig. 3, the agreement between the foregoing 
equation for b and the actual data points is not as good as that 
for a (Fig. 2). However, the deviations have an acceptably 
small effect on the prediction of the Nu /Nu / d distributions. 
In this regard, Table 1 has been prepared to compare the 

Nu/Nuyd values of equation (7) with those of experiment. As 
seen in this table, aside from a few isolated deviations of 4 and 
5 percent, the agreement is very good. 

Concluding Remarks 
The empirical correlation developed here and expressed by 

equations (7) and (8) provides a new means for the prediction 
of average Nusselt numbers in circular tubes with 
simultaneous development of the velocity and temperature 
profiles and with sharp-edged inlets. The correlation is ap­
plicable to tubes as short as two diameters. Moreover, it was 
shown that the so-called constant C of the widely used 
equation (1) is actually a variable which depends on the 
Reynolds number and the distance from the tube inlet. 
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Theory of Fully Developed, Combined Convection In­
cluding Flow Reversal 

Win Aung1 and G. Worku2 

Nomenclature 

b = spacing between duct walls 
De = hydraulic diameter 

g = acceleration due to gravity 
Gr = Grashof number = gfi(T2 — 

T0)b
3/u2 

h = heat transfer coefficient 
k = thermal conductivity 

Nu = Nusselt number = hDe/k 
p = pressure difference = p' — p" 

p' = static pressure 
p" = hydrostatic pressure 

P = dimensionless pressure difference = 
p/pul 

rT = wall temperature difference ratio = 
(T, - T0)/(T2 - T0) 

Re = Reynolds number = u0b/v 
T = temperature 

u, v = axial and transverse velocity, 
respectively 

U = dimensionless axial velocity = u/u0 

V = dimensionless transverse velocity = 
vb/v 

x, y = axial and transverse coordinate, 
respectively (x = 0 is duct entrance; 
y = 0 is cool wall) 

X = dimensionless axial coordinate = 
x/b/Re 

Y = dimensionless transverse coordinate 
= y/b 

18 = thermal expansion coefficient 
v = kinematic viscosity 
p = density 
6 = dimensionless temperature = (T — 

T0)/(T2 - T0) 

Subscripts 

0 
1 
2 
b 

m 

value at duct entrance (i.e., a tx = 0) 
value on cool wall (i.e., at y = 0) 
value on hot wall (i.e., at y = b) 
bulk value 
mean value 

Introduction3 

For mixed convection in parallel-plate vertical channels, the 
study of fully developed flow (FDF) takes on a special 
significance. In a flow where the flow rate is fixed by the set­
ting on a blower connected to the entrance of the duct (or by 
some metering device), and where buoyancy effects may not 
be neglected, the stream wise velocity profile may suffer a pro­
nounced distortion. Typically, buoyancy effects are largest ad­
jacent to heated surfaces; hence, velocities increase in near-
wall regions with a concomitant decrease elsewhere due to the 
fixed flow rate. The combination of a fixed overall upward 
flow rate at the entrance of the channel and high buoyancy 
further up (which leads to high fluid flow adjacent to walls) 
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can precipitate a downward flow emanating from the open top 
of the channel, in order to augment the increased upward 
flow. Such a flow situation has not been investigated in past 
studies. Experimental evidence for its occurrence has recently 
been supplied by Sparrow, Chrysler, and Azevedo [1]. In that 
case, which deals with a parallel-plate vertical duct having one 
wall heated at a uniform temperature while the other wall re­
mains at the ambient fluid temperature, it may be inferred 
from the flow visualization conducted that FDF consists of a 
parallel-streamline, bidirectional shear flow. Such a flow 
would be preceded, in the developing region, by a separated 
flow or flow reversal. 

Parallel-streamline, bidirectional shear flow in mixed con­
vection has been discussed in the work of Ostrach [2] and of 
Lietzke [3]. Cebeci, Khattab, and LaMont [4] recently pro­
vided an approximate analysis for the problem. In spite of 
these studies, the general properties of this class of flows are 
not adequately understood. For instance, it has not been 
possible to predict the conditons under which bidirectional 
flow arises. The objective of the present study is to provide ad­
ditional insight into the characteristics of the flow. In [5], 
developing flow in mixed convection between a parallel-plate 
vertical channel with asymmetric wall temperature has been 
analyzed. The present paper gives the analysis for FDF. It is 
assumed that the forced flow entering the duct is in the vertical 
upward direction. The duct walls are maintained at uniform 
temperatures (UWT), but provision is made for asymmetric 
heating in that the two wall temperatures need not be the 
same. 

Analysis 

Assuming that when the flow is fully developed the 
transverse velocity is zero, one gets from equation (1) of [5] 

dU 
- = 0 

dX 

Substituting this into equation (2) of [5], there results the 
following momentum equation for fully developed flow 

dP d2U Gr 

dX dY2 Re 
-6 = 0 (1) 

Assuming further that for fully developed flow, the pressure 
changes linearly (this is shown by the numerical solution of the 
full equations), and setting a constant slope a to the pressure, 
there results 

<PU G r „ 
= - = 6-a (2) 

dY2 Re 
The fully developed temperature profile for UWT is 
characterized by 

dX 

Substituting the last equation in equation (4) of [5], along with 
the condition V = 0, yields the energy equation (valid at any 
Prandtl number) for fully developed flow 

The boundary conditions are 

At F = 0 : U=0, 8 = rT 

At Y=\: U=0, 0=1 

Inherent in the above analysis is the idealization that the 
fluid properties, except for the density in the buoyancy term in 
the momentum equation, are constant. Note that equations (1) 
and (3) are different from the system used by Lietzke [3] to 
study fully developed flow in free convection between vertical 
parallel plates. Since the channel walls are uniformly heated in 
[3], the right side of equation (3) is not zero; further, Leitzke 
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assumed the pressure gradient to be zero. Although this 
assumption is correct for FDF in pure free convection (in 
UWT only) as shown in [6], there is no general validity to the 
assumption of zero pressure gradient in combined convection, 
whether or not the flow is fully developed. 

Using the boundary conditions for 6, equation (3) can be in­
tegrated to give the following fully developed temperature 
profile 

6 = (\-rT)Y+rT (4) 

Equation (4) can now be put into equation (2) to yield 

lfU G f 1(1-rT)Y+rT] +a (5) 
dY2 Re 

Integration of equation (5) using the velocity boundary condi­
tions results in 

U=-
Gr 

Re [<' 

4 -

-rT) 

Gr 

7> 
• + rT 

2! 
2 

Y2 

J+ a ir 

Re 
[a- •rT) 

T 6 2 •]-r) : (6) 

The parameter a still remains to be evaluated. Substitution of 
equation (6) into equation (7) of [5] then leads to 

dP Gr r 1 1 
-[(!-/>)—+ #yj-12 (7) dx Re 

Substitution of equation (7) into equation (6) leads to the 
following velocity profile at any value of Gr/Re and rT 

Gr / T3 Y2 Y\ 
U= ( l - / v ) ( + I - 6 7 2 + 6 7 

Re T \ 6 4 12/ 
(8) 

For a pure forced flow or a symmetrically heated UWT 
channel, the FDF stream wise velocity profile has an identical 
shape and is given by 

( 7 = 6 7 ( 1 - 7 ) (9) 

By means of equations (4) and (8) given above, and of equa­
tions (7) and (8) of [5], an expression for the bulk temperature 
may be derived, giving 

1 Gr , 1 
Qb=^^-^r^-rT)1+-T-^-rT)+rT (10) 720 Re 

Limiting Cases of Forced and Free Convection 

So far it has been assumed that buoyancy and pressure 
forces respectively represented by the first and second term on 
the right side of equation (2) are of equal importance. The 
limiting case of forced convection is obtained by setting Gr/Re 
= 0 in equation (2); the same operation applied to equation 
(8) the gives the velocity distribution in pure forced flow. 

The other extreme case of mixed convection, viz., free con­
vection, has been treated in [6]. The latter solution for the ax­
ial velocity may be written in terms of the variables utilized 
herein, giving 

Gr r .. T3 

U--
Re 

[(/>-!) T2 71 
(11) 

It should be noted that in free convection, the flow rate and 
hence the Reynolds number Re is not an independent quantity, 
but is an outcome of the solution. Equation (11), however, is 
given above for the sake of comparison. 

Discussion 

A graphic representation of the streamwise velocity profile, 
as derived from equation (8), is shown in Fig. 1(a) to 1 (d) for 
rT = 0.0, 0.3, 0.5, and 0.8, respectively. The profile for rT = 
1 is not specifically identified. According to equation (8), the 
profiles for rT = 1 at any Gr/Re, and those for Gr/Re = 0 at 
any rT, are identical and are in fact given by equation (9). This 

-1.2 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Y 
Fig. 1 Velocity distribution as a function of Gr/Re and rT 

profile is therefore indicated by the curves for Gr/Re = 0 in 
Figs. 1 (a)-l (d). These figures show that at each rT value, the 
profiles become increasingly skewed as Gr/Re increases. The 
skewness is characterized by increased positive velocities near 
the hot wall ( 7 = 1 ) and decreased velocities near the cold wall 
( 7 = 0). At a sufficiently large Gr/Re, the velocities adjacent 
to the cold wall become negative and both the magnitudes and 
extents of the reversed flow increase with Gr/Re. All the pro­
files intersect at 7 = 0.5; at this location the velocity is 
positive in all cases and has a numerical value of 1.5, as an ex­
amination of equation (9) quickly shows. This indicates that 
the extent of the reversed flow region falls short of half the 
spacing of the channel. 

It is possible to deduce an expression or criterion by which 
to predict whether flow reversal occurs. Figures \(a)-l(d) in­
dicate that for rT < 1, the occurrence of flow reversal is given 
by the condition 

V dY / 
< 0 

Appling equation (8), the above translates into 

Gr 
(l-M-RlT>72; 

That is 

(-£-) 72 

1-
rT<\ 

(12) 

(13) 

(14) 

Equation (14) gives the maximum value of Gr/Re for which 
no reversal occurs in FDF. It applies only for rT < 1, since the 
reversal under discussion is for asymmetric flow. For rT = 1, 
the flow reversal, when present, would be located in the vicin­
ity of the center of the channel. In this case, condition (12) is 
replaced by 
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NUMERICAL SOLUTIONS 
AT LARGE X [5] 

• FDF; EQ. 8 

Gr/Re = 250i 

-0.25 

Fig. 2 Comparison of present results with developing flow solutions at 
large streamwise distances 

;=0; rT = 1 (Or=o.5-
This condition cannot be satisfied by the parabolic profile in 
equation (9). Thus, in a duct in which the walls are at an iden­
tical temperature, there is no flow reversal in FDF. 

Next consider the limiting case of free convection. From 
equation (11), it can be shown that 

\ dY ) 
2 / v + l 

>0 

Hence, no flow reversal is possible. In this case the channel 
top and bottom are open and there is no flow constriction at 
the channel entrance as is the case in the mixed convection 
under consideration. On the other hand, the situation may 
very well be different if the channel is situated in a shallow 
layer of fluid such that the fluid exiting the channel is recir­
culated to the entrance. In such a case, the losses incurred by 
the fluid outside the channel act to decrease the overall flow 
rate, rendering the situation somewhat akin to mixed convec­
tion with external constriction, and may lead to flow reversal 
of the type discussed earlier. Indeed the experimental study by 
Sparrow, Chrysler, and Azevedo [1] appears to bear evidence 
to this mechanism. With one of the channel walls heated to a 
uniform temperature while the other is left at the same 
temperature as the fluid entering the channel (this wall was not 
heated during the 15 min that it took for an experimental run), 
their experiments correspond to rT = 0. Their measurements 
do not include the average velocity and hence the Reynolds 
number is not known; but their data clearly correspond to very 
large values of Gr/Re. According to equation (14), (Gr/Re)max 

= 72 for rT = 0; hence there is a strong likelihood of flow 
reversal in their study. This indeed appears to occur. The 
resultant flow is stable, with no evidence of transition to tur­
bulence, periodicity, or unsteadiness. However, in general, 
while buoyancy effects tend to stabilize vertical upward 
("assisted") flow, the critical Reynolds number is decreased 

dP 
dX 

EQUATION (7) 

NUMERICAL SOLUTION 
FOR LARGE X [5] 

75 
Gr/Re 

Fig. 3 Pressure gradient as a function of Gr/Re and comparison with 
developing flow solutions 

by buoyancy in downward ("opposed") flow [7]. Thus, the 
stability of bidirectional shear flow in mixed convection in ver­
tical channels is not a completely resolved issue at this time. 

Figure 2 shows a comparison of equation (8) with the 
numerical calculations for the developing flow at large values 
of X where the streamwise velocity profiles do not undergo 
noticeable further change. For the two asymmetric heating 
cases indicated, reversed flow occurs for the case of higher 
buoyancy. In both cases, the agreement of the present FDF 
solutions with the numerical solutions for large X is excellent. 

Figure 3 shows a plot of the gradient of the pressure 
parameter as a function of Gr/Re. The "dots" designate 
representative numbers given by equation (7). For all rT, 
dP/dX ranges from a value of - 1 2 for pure forced flow 
(Gr/Re = 0) to progressively larger values as Gr/Re increases, 
crossing over to positive values. The value of Gr/Re at 
crossover is given by 

Gr 

HOT 
24 

1+/V 
(15) 

The straight line shown in Fig. 3 is taken from the numerical 
solutions of Aung and Worku [5] in regions of large X where 
the streamwise velocity profile has ceased to change with X. 
The present FDF theory is therefore compatible with the 
developing flow in the asymptotic limit of large X. 

A number of interesting observations may be made concern­
ing the bulk temperature. For rT = 1, equation (10) gives the 
usual result of 6b = 1. For rT < 1 and sufficiently large values 
of Gr/Re, equation (10) gives 6b > 1. This occurs when Gr/Re 
exceeds a maximum threshold given by 

V Re / 
360 

1 
rT<\ (16) 

The value of this threshold is greater than that for the initia­
tion of reversed flow as given by equation (14). Thus in this 
type of mixed convection situations, it is possible for the bulk 
temperature to exceed the value 1, depending on the values of 
rT and Gr/Re. Physically, this apparently perplexing 
phenomenon may be explained as follows. When a reversed 
flow occurs, the relatively lower velocity negative flow passes 
alongside the cool wall and hence carries a lower level of ther­
mal energy. Since the net dimensionless mass flow is fixed, an 
equal quantity of fluid is added to the fluid flowing in the 
positive (upward) direction and this fluid flows adjacent to the 
the hot wall thereby carrying a larger amount of energy. Con-

Journal of Heat Transfer MAY 1986, Vol. 108/487 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sequently, the bulk temperature increases as the amount of 
reversed flow (and hence Gr/Re) increases. 

Conclusion 
This study provides theoretical results for a class of mixed 

convection flows between parallel-plate channels in which the 
net through-flow rates are constant. When the wall 
temperatures are unequal, it has been shown that a reversed 
flow situation occurs if the magnitude of the buoyancy 
parameter Gr/Re exceeds a certain threshold value. When this 
parameter is much greater than this value, a situation arises in 
which the bulk temperature of the fluid exceeds the value 1. 
For symmetric heating of the walls, there can be no flow 
reversal. 
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A Model of the Heat Transfer in a Liquid3Liquid Spray 
Column 

D. W. Stamps,123 D. Barr,1-2 and J. A. Valenzuela14 

1 Introduction 
Typical temperature profiles within spray columns show 

discontinuities in the temperature of the continuous phase at 
the continuous phase inlet. Gier and Hougen [1] suggest that 
volumes of continuous phase, or wakes, of weak con­
centration that are attached to the dispersed phase are 
responsible for the discontinuity of the concentration in the 
continuous phase in packed extraction columns. Letan and 
Kehat [2] incorporate the wake as an important heat transfer 
mechanism in their model of spray column heat exchangers 
(SCHE) and later present mathematical expressions for 
temperature distributions in the dispersed [3] and dense [4] 
packing modes. 

In the proposed model, heat is transferred directly from the 
dispersed phase to the continuous phase as well as indirectly 
through the wake. The wake growth zone used in the previous 
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model is eliminated since the results of three studies [5-7] 
show that the length necessary for a wake to be fully 
established behind a drop may be small when compared with 
the column length. Letan and Kehat [4] report that the length 
of the mixing zone is negligible in dense packing. A negligible 
mixing length is assumed in the proposed model and, even 
though the mixing length increases as the packing becomes 
less dense, the results presented later indicate this may not be 
an unreasonable assumption even for dispersed packing. 

2 Model 
With the previous assumptions, the entire column is 

composed of three parallel streams: the upward-flowing 
dispersed phase (drops), the wakes attached to the drops, and 
the downward-flowing continuous phase. The flow direction 
may be reversed without change to the following discussion. 
Each stream exchanges heat with the other two. 

In modeling the heat transfer in a spray column, therefore, 
the column may be viewed as being composed of three 
separate heat exchangers: a cocurrent-flow dispersed phase-
to-wake heat exchanger, a countercurrent-flow dispersed 
phase-to-continuous phase heat exchanger, and a coun­
tercurrent-flow wake-to-continuous phase heat exchanger. 
The dispersed phase-to-wake heat exchanger accounts for heat 
transfer between the drop and the wake. The wake is the 
attached vortex behind the drop or the upward-flowing 
continuous-phase fluid trapped between the drops for denser 
packings. The dispersed phase-to-continuous phase heat 
exchanger accounts for any heat that is transferred directly 
between these two phases. This occurs when the fluid in the 
hydrodynamic boundary layer around the drop is disturbed or 
destroyed by other drops such that the fluid inside the 
boundary layer does not flow totally into the wake. Since the 
volume of the wake is assumed constant through the column 
length, the supply of fluid into the wake from the 
hydrodynamic boundary layer must be balanced by the loss of 
fluid from the wake to the continuous phase. The difference 
in temperature between the fluid entering and leaving the 
wake represents a net enthalpy transfer, or energy exchange, 
from the wake to the continuous phase which constitutes the 
wake-to-continuous phase heat exchanger. 

3 Mathematical Formulation 
The following assumptions are employed in the 

mathematical formulation of the proposed model: (1) in­
sulated column walls, (2) constant fluid properties, (3) steady 
state, (4) drop size and wake volume are constant along 
column length, and (5) temperatures are transversely uniform 
but vary axially. 

Control volumes of thickness dz are defined for each 
stream at a distance z from the dispersed phase inlet. An 
energy balance combined with the definition of the overall 
heat transfer coefficient between each phase Uy for each 
control volume gives 

C,^ = -EQu=-L WA)U(T, - Tj) i, j = 1,2,3 (1) 

where the subscripts refer to streams;' and j ; C, A, T, and Q 
are the capacity rate, surface area between phases, tem­
perature, and heat transfer rate between phases, respectively. 
C-idT3/dz is negative since stream 3 flows in a direction 
opposite to the other streams. The energy balance can be 
rewritten in the vector equation form 

dz 
whereT(z) = [Tx{z), T2(z), T3(z)] and 
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sequently, the bulk temperature increases as the amount of 
reversed flow (and hence Gr/Re) increases. 

Conclusion 
This study provides theoretical results for a class of mixed 

convection flows between parallel-plate channels in which the 
net through-flow rates are constant. When the wall 
temperatures are unequal, it has been shown that a reversed 
flow situation occurs if the magnitude of the buoyancy 
parameter Gr/Re exceeds a certain threshold value. When this 
parameter is much greater than this value, a situation arises in 
which the bulk temperature of the fluid exceeds the value 1. 
For symmetric heating of the walls, there can be no flow 
reversal. 
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A Model of the Heat Transfer in a Liquid3Liquid Spray 
Column 

D. W. Stamps,123 D. Barr,1-2 and J. A. Valenzuela14 

1 Introduction 
Typical temperature profiles within spray columns show 

discontinuities in the temperature of the continuous phase at 
the continuous phase inlet. Gier and Hougen [1] suggest that 
volumes of continuous phase, or wakes, of weak con­
centration that are attached to the dispersed phase are 
responsible for the discontinuity of the concentration in the 
continuous phase in packed extraction columns. Letan and 
Kehat [2] incorporate the wake as an important heat transfer 
mechanism in their model of spray column heat exchangers 
(SCHE) and later present mathematical expressions for 
temperature distributions in the dispersed [3] and dense [4] 
packing modes. 

In the proposed model, heat is transferred directly from the 
dispersed phase to the continuous phase as well as indirectly 
through the wake. The wake growth zone used in the previous 
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model is eliminated since the results of three studies [5-7] 
show that the length necessary for a wake to be fully 
established behind a drop may be small when compared with 
the column length. Letan and Kehat [4] report that the length 
of the mixing zone is negligible in dense packing. A negligible 
mixing length is assumed in the proposed model and, even 
though the mixing length increases as the packing becomes 
less dense, the results presented later indicate this may not be 
an unreasonable assumption even for dispersed packing. 

2 Model 
With the previous assumptions, the entire column is 

composed of three parallel streams: the upward-flowing 
dispersed phase (drops), the wakes attached to the drops, and 
the downward-flowing continuous phase. The flow direction 
may be reversed without change to the following discussion. 
Each stream exchanges heat with the other two. 

In modeling the heat transfer in a spray column, therefore, 
the column may be viewed as being composed of three 
separate heat exchangers: a cocurrent-flow dispersed phase-
to-wake heat exchanger, a countercurrent-flow dispersed 
phase-to-continuous phase heat exchanger, and a coun­
tercurrent-flow wake-to-continuous phase heat exchanger. 
The dispersed phase-to-wake heat exchanger accounts for heat 
transfer between the drop and the wake. The wake is the 
attached vortex behind the drop or the upward-flowing 
continuous-phase fluid trapped between the drops for denser 
packings. The dispersed phase-to-continuous phase heat 
exchanger accounts for any heat that is transferred directly 
between these two phases. This occurs when the fluid in the 
hydrodynamic boundary layer around the drop is disturbed or 
destroyed by other drops such that the fluid inside the 
boundary layer does not flow totally into the wake. Since the 
volume of the wake is assumed constant through the column 
length, the supply of fluid into the wake from the 
hydrodynamic boundary layer must be balanced by the loss of 
fluid from the wake to the continuous phase. The difference 
in temperature between the fluid entering and leaving the 
wake represents a net enthalpy transfer, or energy exchange, 
from the wake to the continuous phase which constitutes the 
wake-to-continuous phase heat exchanger. 

3 Mathematical Formulation 
The following assumptions are employed in the 

mathematical formulation of the proposed model: (1) in­
sulated column walls, (2) constant fluid properties, (3) steady 
state, (4) drop size and wake volume are constant along 
column length, and (5) temperatures are transversely uniform 
but vary axially. 

Control volumes of thickness dz are defined for each 
stream at a distance z from the dispersed phase inlet. An 
energy balance combined with the definition of the overall 
heat transfer coefficient between each phase Uy for each 
control volume gives 

C,^ = -EQu=-L WA)U(T, - Tj) i, j = 1,2,3 (1) 

where the subscripts refer to streams;' and j ; C, A, T, and Q 
are the capacity rate, surface area between phases, tem­
perature, and heat transfer rate between phases, respectively. 
C-idT3/dz is negative since stream 3 flows in a direction 
opposite to the other streams. The energy balance can be 
rewritten in the vector equation form 

dz 
whereT(z) = [Tx{z), T2(z), T3(z)] and 
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The elements a^ are defined for convenient use in the 
following equations. The solution of equation (2) is 

T(z) = Pfc)T(0) (3) 

where each element Py of the matrix P is of the form Py = 
E,3„=i Kjjm expc'"z with constants KiJm and C,„ of the form 

+ c3«,y + 5,y((c3)2-C3tr1(A))) 

1 
(4) 
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Kjj\ - 5y - (#f/2 + ̂ ,>'3) 
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6 5 = - ( 2 ( f t , ) 3 -96,62+2763) 
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(11) 

plicable with changes only in the numerical value of the 
constants. If only part of the column is densely packed, then 
the model can be applied separately to the dispersed packing 
section and the dense packing section. Equation (3) can be 
used to calculate the temperature of each stream (j = 1,2,3) 
in the dispersed packing section (0<z<z,- where z, is the 
height of the interface) if T2(0) is known. Similarly, the 
temperature of each stream (/'= 1, 2, 3) in the dense packing 
section (z, < z < L ) can be calculated using 

T'fe) = P'(z)T'(z,-) (14) 

if T[(Zi), T'2 (z/), and Tj{z/) are known. Substituting the 
equations of the energy balance at the interface (z = z,) for 
both the dispersed phase (7, fo) = T',(Zi)) and the continuous 
phase (C2T2(Zi) + C3'r3'(z,) = Cm(z,) + C3T3 (*,)), the 
equation of the energy balance at z = L for the wake and 
continuous phase (C2T^(L) + CjnTin = C^T^L)), and the 
constraint that no mixing of the wake with continuous phase 
occurs at the interface (T2(Zj) = T2{Zj)) into equations (3) and 
(14) (evaluated at z = z,) gives T2(0) in terms of the specified 
inlet temperatures {Tx (0) and Tin) 

• c„ 

r2(0)= 

(-^L)n,-«,r1(0) 

«2+«3 
(15) 

>«-(=£< ihf (A)3 

4 27 ) ' " ) 
(12) 

In equations (4)-(12), /, j , k = 1,2, 3, cof,,(A) and tr^A) are 
the cofactor and trace of the Arth order of the square matrix A 
respectively, and 5y = 1 if i = j , otherwise <5,y = 0. 

These equations can be used to describe columns operating 
with either dispersed packing, dense packing, or a com­
bination of both packings. The procedure used, however, is 
different in the latter case. 

4 Applications of the Mathematical Formulation 

4.1 Dispersed Packing. The temperature of each stream at 
any location in a column with dispersed packing may be 
obtained from equation (3) if T2(0) is known. The inlet 
temperatures, ^(O) and Tin, are generally specified and r3(0) 
= T2(0). Substituting equation (3) at z = L fovj = 2, 3 into 
an equation of the energy balance at z = L (C2T2(L) + Cin. 
Tjn = C^T^iL)) yields an expression for T2(0) in terms of 
other knowns 

r2(0) = r3(0) = 

c 
' 2 

( ^ Pn(L) -P2l(L))Tt (0) - ( £ - l ) Tin 

P22(L) + P2i(L)- ^(Pn(L) + P3i(L)) 
<-2 

(13) 

A qualitative temperature profile using equations (3) and (13) 
is shown in Fig. 1(a). 

4.2 Dense Packing. If the entire column operates with 
dense packing, the equations for dispersed packing are ap-

•* = fl*! . I0£ 

PSn=PHL-z,yPAzi) 

(17) 

(18) 

•U.CONTMJOUS 
PHASE OUTLET T«, CONTINUOUS 

PHASE INLET 

WAKE SHEDDING 
2 . 0 (DISPERSED ROCKING) 

-T,, DISPERSED PHASE 
JS, WAKE 

Z-L 

To r̂jONTMUOUS 
PHASE OUTLET" 

^CONTINUOUS 
PHASE INLET 

DISPERSED 
z-0 PACKIMG z-Z| 

DENSE 
PACKING z-L 

Fig. 1 Typical temperature profiles of the three streams in a SCHE 
when (a) dispersed packing is present in the entire column or (b) both 
dispersed packing and dense packing sections are present in the 
column; arrows on the temperature profiles indicate fluid flow direction 
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The temperatures within the dispersed packing section can be 
determined using equations (3) and (13). The temperatures 
within the dense packing section can be determined using the 
energy balances at the interface and equation (14). A 
qualitative temperature profile is shown in Fig. 1(b). 

5 Comparison of the Model Predictions With Experimental 
Data 

The matrix A in equation (2) may be expressed in terms of 
five parameters which characterize a spray column with 
dispersed packing. The first parameter, the recirculation 
ratio, can be calculated by C3/C2 = 1/RM+ 1 where R is the 
ratio of flow rates of the dispersed phase to continuous phase 
and M is the ratio of the wake volume to drop volume which 
can be calculated from a correlation by Loutaty and Vignes 
[8] (M = (0 .275/ / /+0.725) 1 1 7 5 - l ) . The second parameter, 
the capacity ratio, can be calculated by Q / C , = 1/rR where 
r is the ratio of the product of the density and specific heat of 
the dispersed phase to continuous phase. The other three 
parameters are the number of transfer units (NTU) for each 
of the three internal heat exchangers: 

NTH {AU)^ NTT I (AU)" snHNTTT {AU)* 
NTU1 2 = — - j ; — , NTU13 = —^—, and NTU23 = —p;—. 

C] L.l C 2 

An overall NTU for the SCHE is 

1 1 Q C, J' 
NTU12

 + NTU23 C~2 C4 

The first two parameters were calculated for four sets of data 
[3, 9-11]. The NTU parameter values used (NTU12 = 7.0, 
NTU23 = 21.0, and NTUSCHE = 7.0) were established by 
adjusting the NTU values until the model predicted the 
temperatures within ± 1 6 percent of one set of data [9]. These 
values were held constant for all other systems with dispersed 
packing and NTUSCHE was increased to 14.0 to provide best 
results for dense packing data. Ninety percent of the 
calculated overall effectiveness values, defined as e = 
(T, (0) - r , (/.))/(r, (0) - Tin), are within ± 6 percent of the ex­
perimental overall effectiveness values. 

6 Conclusions 
There is good agreement between the model and available 

data even when large values of NTU13 are used in dense 
packing cases which suggests heat transferred directly between 
the dispersed phase and the continuous phase should not be a 
priori set equal to zero as done in previous models. Con­
sidering heat transfer between each of the three streams, the 
SCHE may be modeled as three internal heat exchangers in 
parallel: dispersed phase-to-wake, wake-to-continuous phase, 
and dispersed phase-to-continuous phase heat exchanger. 
Modeling the SCHE in this manner insures the wake tem­
perature will be between the dispersed phase temperature and 
the continuous phase temperature. 

The good agreement between the model's predicted values 
and the data implies that it may be acceptable to assume 
instantaneous wake growth and a negligible mixing length for 
both dispersed and dense packings. 
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The temperatures within the dispersed packing section can be 
determined using equations (3) and (13). The temperatures 
within the dense packing section can be determined using the 
energy balances at the interface and equation (14). A 
qualitative temperature profile is shown in Fig. 1(b). 

5 Comparison of the Model Predictions With Experimental 
Data 

The matrix A in equation (2) may be expressed in terms of 
five parameters which characterize a spray column with 
dispersed packing. The first parameter, the recirculation 
ratio, can be calculated by C3/C2 = 1/RM+ 1 where R is the 
ratio of flow rates of the dispersed phase to continuous phase 
and M is the ratio of the wake volume to drop volume which 
can be calculated from a correlation by Loutaty and Vignes 
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the capacity ratio, can be calculated by Q / C , = 1/rR where 
r is the ratio of the product of the density and specific heat of 
the dispersed phase to continuous phase. The other three 
parameters are the number of transfer units (NTU) for each 
of the three internal heat exchangers: 
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NTU23 = 21.0, and NTUSCHE = 7.0) were established by 
adjusting the NTU values until the model predicted the 
temperatures within ± 1 6 percent of one set of data [9]. These 
values were held constant for all other systems with dispersed 
packing and NTUSCHE was increased to 14.0 to provide best 
results for dense packing data. Ninety percent of the 
calculated overall effectiveness values, defined as e = 
(T, (0) - r , (/.))/(r, (0) - Tin), are within ± 6 percent of the ex­
perimental overall effectiveness values. 
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There is good agreement between the model and available 

data even when large values of NTU13 are used in dense 
packing cases which suggests heat transferred directly between 
the dispersed phase and the continuous phase should not be a 
priori set equal to zero as done in previous models. Con­
sidering heat transfer between each of the three streams, the 
SCHE may be modeled as three internal heat exchangers in 
parallel: dispersed phase-to-wake, wake-to-continuous phase, 
and dispersed phase-to-continuous phase heat exchanger. 
Modeling the SCHE in this manner insures the wake tem­
perature will be between the dispersed phase temperature and 
the continuous phase temperature. 
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with velocity and tem­
perature profiles 

/z, v = viscosity and kinematic 
viscosity 

p = density 

Subscripts 
vapor-liquid interface 
liquid layer 
wall 

Introduction 
Film pool boiling over a horizontal circular cylinder in a 

saturated liquid has been analyzed previously by Bromley [1] 
neglecting inertia and convective terms. Koh [2] treated the 
film pool boiling on a vertical plate as a two-phase boundary 
layer problem and solved the full boundary layer equations for 
both vapor and liquid layers. Nishikawa and Ito [3] subse­
quently extended this similarity transformation to consider the 
effects of subcooled liquid on the heat transfer rate. All these 
analyses, however, are restricted to rather simple geometries 
such as flat plates and circular cylinders. 

The present study employs an integral formulation and sug­
gests a general scheme for the prediction of film boiling heat 
transfer on bodies of arbitrary geometric configuration. The 
effects of inertia, convection, and interfacial shear on film 
boiling are fully considered using the two-phase boundary 
layer treatment. No semi-analytic methods for film boiling as 
general as the present one seem to have been reported 
elsewhere. 

Analysis 

Figure 1 shows the physical model and coordinate system 
under consideration. A body heated up to a constant 
temperature Tw is exposed to a quiescent liquid at its satura­
tion temperature T}. A usual control volume analysis within 
the vapor film thickness 8 leads to the momentum equation 

j o pr*u2dy - a , — j o pr'u dy = r* [(p,-p)gxS 
dx 

du 
-/*- + li-

du 
(1) 

dy \w dy 
Likewise, for the saturated liquid boundary layer of thickness 
A, one obtains 

du d fi+A d f5 

—— 1 p,r*u2dy + u,— I p r*u dy= -r*a-
dx h dx Jo dy 
where 

and 

1 plane flow 

axisymmetric flow 

dr 
&^cos0^[l-(-£) ] 

(2) 

(3a) 

(36) 

The subscript / denotes the liquid properties while terms 
without supbscripts refer to properties of the vapor. The 
subscripts w and /' refer to the wall and the liquid-vapor inter­
face, respectively. The term gx refers to the tangential compo­
nent of the acceleration of gravity related to the wall geometry 
as described by equation (3b)2. The following matching con­
dition for the interfacial shear is already implemented in equa­
tion (2) 

du 

~dy~ (*w), at y = d (4) 

Fig. 1 Physical model and coordinate system 

The integral energy equation for the vapor layer is given by 

^ o P r*u Cp(T-T,)dy = r*k(-
dT 

~dy~ 

dT 

~dy~ .) 
(5) 

Moreover, an energy balance consideration at the interface 
leads to 

a r6 

hf,~— \ p r*u dy= —r*k-JS dx Jo 

37 
(6) 

Since convective terms must vanish at the wall, the second 
derivatives there must satisfy 

1 82 d2u \ _ g'xb
2 

= ~T~ ~u7~^1 

and 

dy2 2PU: 
(la) 

d2T 

dy2 = 0 

where 

(lb) 

(7c) gx=(Pl~p)gx/p 

The shape factor A is related to the curvature of the vapor 
velocity at the wall. In consideration of the conditions above, 
the velocity and temperature profiles suggested for the vapor 
film are 

(8«) 

(8b) 

f(rr, A, C ) = « / M , = C I J - A I ?
2 + ( 1 - C + A ) 7 ) 3 

and 

6(V; k,)^(T-Ti)/(Tw~Ti)^\-(\+At)r) + ^ 
where 

r)=y/8 (8c) 

The shape factor A, accounts for the nonlinearity of the 
temperature profile, namely, the effect of convection. The 
velocity profile in the liquid layer, on the other hand, is 
prescribed as 

f,(tli)=u/Ui = l-2rii + rij (8d) 

where 

dr/dx must be continuous everywhere. 

i , , «0>-8 ) /A (8e) 

Equations (8) are substituted into the integral equations (1), 
(2), (5), and (6), and the integrations are carried out with 
respect to y. Subsequently, A and w, are eliminated in favor of 
5 and A using equations (4) and (7a). After considerable 
manipulations on equations (1), (2), (5), and (6), one obtains 
the set of ordinary differential equations 
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Fig. 2 Heat transfer results on a vertical flat plate 
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Fig. 3 Heat transfer results on a horizontal circular cylinder 

1/f, a12, an, 0 

\/t, a22, a23, 0 

1/f. 0 

1/f, «42> 

dx 

dA 

dx 

dC 

dx 

dA, 

dx 

= b2 

bz 

b, 

(9) 

where 

and 

f = (oYxJ'Gr, (10a) 

Grx = g>3/V2 (106) 

fly and 6, are given in terms of x, /•, f, A, C, A,, Pr, 

H=Cp(Tw-Tt)/hfg (llfl) 

and 

R=PH/{pix)i (116) 

These matrix coefficients are listed in the appendix. For given 
r, Pr, H, and 7?, the system of equations (9) may be solved by 
any standard numerical integration scheme (e.g., Runge-Kut-
ta method.) A singularity appearing at x = 0 may be removed 
by expanding around the stagnation point as f = f l x = 0 + 
{x1 /2)d1 {/dx2 \x=0 + O(A4) etc., and then solving the resulting 
set of algebraic equations. A similar procedure for stagnation 
flows may be found elsewhere [4, 5]. Once the shape factors f, 
A, C, and A, are determined, the local Nusselt number Nux = 
x/(T, - T„)d T/dy \y=0 can be evaluated from 

^ux/Gxx
w = (\+A,)/iM (12) 

R = 1 0 " 

rt/2 
2x/d 

Fig. 4 Heat transfer results on a sphere 

P r = 1 , H = 0 , 1 , R = 1 0 " 

Ell ipt ical Cylinder 

Fig. 5 

Results 

0 rt/2 

cos_1(2X/d) 
Heat transfer results on horizontal elliptical cylinders 

Figure 2 shows the local heat transfer results along flat 
plates. Koh's exact solution [2] and Bromley's solutions [1] for 
zero interfacial shear (T,- = 0) and zero interfacial velocity («,-
= 0) are also indicated in the figure for comparison. The 
agreement of the present solution with the exact solution ap­
pears to be excellent. Bromley's results are in gross error for 
/ / /Pr > 10. Discussions on the parametric effects on the heat 
transfer rate may be found in Koh's original paper [2]. In con­
trast to film condensation problems [6], the heat transfer level 
is quite sensitive to R. The ordinate variable in the figure may 
readily be translated for the overall heat transfer coefficient 
using the relation (1/x) jg h dx = (4/3)/z for the case of a flat 
plate. 

Calculations were carried out for a horizontal circular 
cylinder with Pr = 1, H = 0.1, and R = 10~2. The cir­
cumferential variation of heat transfer coefficient h is il­
lustrated in Fig. 3 which also shows a solution curve generated 
using Koh's solution [2] and Hermann's function [7]. The dif­
ference between two curves is hardly discernible. 

Frederking and Clark [8] extended Bromley's analysis to the 
film boiling over a sphere. Figure 4 shows a comparison of the 
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present results for a sphere and Frederking and Clark's solu­
tion for zero interfacial velocity. It is clearly seen that the 
postulates made by Frederking and Clark are valid only when 
R is sufficiently small. 

In order to illustrate the generality acquired in the present 
scheme, calculations were also performed for horizontal ellip­
tical cylinders with different minor to major axis ratios, name­
ly, a = 1/4, 1/2, and 1 (i.e., a circular cylinder). The 
calculated heat transfer rates are presented in Fig. 5 which in­
dicates rather significant effects of a on the local heat transfer 
rate. 
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As indicated by equation (A18),j in general is a function of x. 
However, for the special cases of the stagnation flows around 
x = 0, equation (A 18) reduces to 

Jz 
pointed body 

blunt body 
(A23) 

Therefore, for example, the integers (;', j) may be given as (0, 
0) for a vertical flat plate, (1, 0) for a vertical cone, (0, 1) for 
the stagnation flow over a horizontal circular cylinder and (1, 
1) for the stagnation flow over a sphere. For these cases, 
similarity solutions exist, and the set of the differential equa­
tions (9) reduces to the algebraic equations 
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f= „ - . - / = 
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The solution curves in Fig. 2 are generated by solving the 
foregoing equations for f, A, C, and A,. 
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